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VIA HAND DELIVERY .

James R. Holbein PUBLIC VERSION
Secretary

U.S. International Trade Commission

500 E Street, S.W.

Washington, D.C. 20436

Re:  In the Matter of Certain Electronic Devices with Image Processing Systems,
Components Thereof, and Associated Software, Inv. No. 337-TA-724 --
Request for Confidential Treatment of Motion to Intervene and Terminate
and Related Exhibits

Dear Secretary Holbein:

This firm represents Advanced Micro Devices, Inc. (“AMD”), and ATI Technologies
ULC and ATI International SRL (collectively “ATI”), which are concurrently filing a motion to
intervene and terminate the investigation pursuant to Commission Rules 210.19 and 210.21. In
accordance with Commission Rules 201.6(b) and 210.5(e)(2), AMD and ATI request that
confidential treatment be accorded the business information contained in the motion,
memorandum of points and authorities, and accompanying exhibits. Pursuant to paragraphs 2
and 15 of the Protective Order (Order no. 1) issued in this investigation, AMD and ATI are
suppliers of confidential business information and such information shall be treated in
accordance with the terms of the Protective Order. AMD and ATI’s' motion and exhibits are
clearly and prominently marked on their face with a notice of confidential business information
in accordance with paragraph 2(a) of the Protective Order. AMD and ATT’s confidential
business information is in brackets, and a public version of AMD and ATT’s motion is also being
submitted pursuant to Commission Rule 201.6 and 201.8(d). ‘

" The information for which AMD and ATI seek confidential treatment is proprietary
commercial information not otherwise publicly available. Specifically, the motion,
memorandum of points and authorities, and accompanying exhibits contain proprietary
commercial information concerning AMD and ATI’s ownership of the asserted patents.
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The information described above qualifies as confidential business information pursuant
to Commission Rule 201.6(a) because:
1. itis not publicly available;

2. unauthorized disclosure of such information could cause substantial harm to the
competitive position of AMD and ATI; and

3. the disclosure of which could impair the Commission’s ability to obtain
information necessary to perform its statutory function.

Please do not hesitate to contact me should you have any questions pertaining to this
request.

Very truly yours,

ety W Telop

Jeffrey D. Mills

Jeffrey M. Telep

Counsel for Advanced Micro Devices, Inc.,
ATI Technologies ULC and ATI
International SRL

Enclosures
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Secretary
In the Matter of t  Int'l Trade Commission
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CERTAIN DIGITAL IMAGING DEVICES
AND RELATED SOFTWARE

Investigation No. 337-TA-724

ADVANCED MICRO DEVICES, INC., ATI TECHNOLOGIES ULC’S AND
ATI INTERNATIONAL SRL’S MOTION TO INTERVENE FOR THE LIMITED
PURPOSE OF RAISING A DISPOSITIVE JURISDICTIONAL ISSUE AND
REQUESTING TERMINATION OF THIS INVESTIGATION

Pursuant to 19 C.FR. §§210.19, Advanced Micro Devices, Inc. (“AMD”), ATI
Technologies ULC and ATI International SRL (collectively, “ATI”) respectfully move to
intervene for the limited purpose of raising a dispositive jurisdiction issue and requesting that the

United States International Trade Commission (“Commission”) terminate this Investigation.

AMD and ATI seek to intervene in this Investigation on the side of respondents to raise
one narrow issue not previously raised by the parties, but which goes to the heart of the
Commission’s jurisdiction. The Commission lacks jurisdiction over this Investigation because
ATI owns the asserted patents and declines to participate as a complainant. SiRF Tech., Inc. v.
ITC, 601 F.3d 1319, 1325-26 (Fed. Cir. 2010); Certain Point of Sale Terminals and Components
Thereof, Inv. No. 337-TA-524, ITC LEXIS 455 Order No. 49, 2005 (ITC June 8, 2005); Certain
Point of Sale Terminals and Components Thereof, Inv. No. 337-TA-524, 2007 ITC LEXIS 117,

at ¥8-9 (ITC Feb. 6, 2007).
The prior owner of the asserted patents, SONICblue Incorporated (“SONICblue”)

assigned the patents to ATI [

DMSLIBRARY01-17257092.1 Maten‘a_u Subject to
Protective Order Deleted
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]

SONICblue and ATI have recently executed and recorded an acknowledgment of this prior
assignment of the asserted patents with the United States Patent and Trademark Office (“PTO”).
Exs. 2, 25. ATI executed this acknowledgement on SONICblue’s behalf pursuant to a power of
attorney given to ATI to “take any and all reasonable action designed to vest more fully in ATI
and the Purchasers the Acquired Assets” and to provide for ATI “the benefit, use, enjoyment and

possession of such Acquired Assets.” Ex. 1,9 2.

Complainants S3 Graphics Co., Ltd. and S3 Graphics, Inc. (collectively “S3G”) cannot
supplant ATI’s ownership of the asserted patents by pointing to a purported assignment effective
November 14, 2006 or documents recorded May 7, 2002 and attached as Exhibit 5 to its
Complaint (“May 7, 2002 Documents”). S3G did4n0t even attempt to rely on the November
2006 assignment documents to establish ownership of the asserted patents. Ex. 4, Reel 026598
Frame 0180; Exs. 3, 5, 6. By November 2006, SONICblue had no rights in the asserted patents
to assign to S3G because SONICblue had already transferred the asserted patents to ATI more

than 5 years earlier. S3G, moreover, is not a bona fide purchaser without notice of the prior

Material Subject to
2 Protective Order Deleted
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transfer to ATI because S3G clearly had notice of SONICblue’s FireGL Business and the sale of

that entire business to ATI.

S3G’s Complaint appears to rely solely on the May 7, 2002 Documents. Ex. 15, Reel
012852 Frame 0016-34. But these documents do not show an assignment of the asserted patents
from SONICblue to S3G, and the documents were not included in any of the PTO assignment
records for any of the asserted patents. Ex. 3—6. These documents obviously do not contain an
assignment of the asserted patents to S3G because S3G would not have obtained an assignment
from SONICblue in 2006 if the asserted patents had already been assigned. At most, the May 7,
2002 Documents reflect nothing more than an assignment of specific patents listed in “the
attached Schedule A.” None of the asserted patents, or even any of the pending patent
applications that issued as asserted patents, is identified as being assigned or listed on Schedule

A.

Even if the May 7, 2002 Documents effectively memorialized an earlier assignment to
S3G, ATI would still own the asserted patents. ATI acquired any rights that may have been

assigned to S3G |

] In addition, any earlier assignment reflected in the May 7, 2002
Documents is void because ATI is a subsequent purchaser for valuable consideration without

notice of any prior assignment to S3G. |

3 \i~terigl Subject to
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Because ATI owns the patents and declines to participate as a complainant, the
Commission has no jurisdiction over this Investigation. Accordingly, AMD and ATI should be

granted leave to intervene, and the Commission should terminate this Investigation.

AMD and ATI submit the accompanying Memorandum of Points and Authorities in
support of their Motion to Intervene for the Limited Purpose of Raising a Dispositive

Jurisdictional Issue and Requesting Termination of this Investigation.

Counsel for AMD and ATI contacted S3G, Apple and Staff to inform them of AMD’s
and ATT’s intention to move to intervene. Apple’s counsel stated that Apple does not oppose the
motion. S3G’s counsel stated that S3G will review the written motion and memorandum in
support thereof and then respond accordingly. Similarly, the Staff indicated stated that it would

not take a position until it had reviewed the papers.

Dated: September 15, 2011

Respectfully submitted,

e . T,
Jeffey D. Mills v
Amina S. Dammann
KING & SPALDING, LLP
401 Congress Avenue, Suite 3200
Austin, TX 78701

Jeffrey M. Telep

KING & SPALDING, LLP

1700 Pennsylvania Ave NW, Suite 200
Washington, D.C. 20006-4707

Attorneys for Advanced Micro Devices, Inc., ATI
Technologies ULC and ATI International SRL

4
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Pursuant to 19 C.F.R. §§ 210.19, Advanced Micro Devices, Inc. (“AMD”), ATI
Technologies ULC and ATI International SRL (collectively, “ATI”) submit this memorandum in
support of their motion to intervene for the limited purpose of raising a dispositive jurisdictional
issue not previously raised by the parties to the Investigation, and requesting the United States
International Trade Commission (“Commission™) to terminate this Investigation.

L INTRODUCTION

AMD and ATI seek to intervene in this Investigation on the side of respondents to
raise one narrow issue not previously raised by the parties, but which goes to the heart of the
Commission’s jurisdiction. The Commission lacks jurisdiction over this Investigation because
ATI owns the asserted patents and declines to participate as a complainant. SiRF Tech., Inc. v.
ITC, 601 F.3d 1319, 1325-26 (Fed. Cir. 2016); Certain Point of Sale Terminals and Components
Thereof, Inv. No. 337-TA-524, ITC LEXIS 455 Order No. 49, 2005 (ITC June 8, 2005); Certain
Point of Sale Terminals and Components Thereof, Inv. No. 337-TA-524, 2007 ITC LEXIS 117,
at *8-9 (ITC Feb. 6, 2007).

The prior owner of the asserted patents, SONICblue Incorporated (“SONICblue”)

assigned the patents to ATI |

Material Subjectto |
Protective Order Deleted
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SONICblue and ATI have recently executed and recorded an acknowledgment of this prior
assignment of the asserted patents with the United States Patent and Trademark Office (“PTO”).
Exs. 2, 25. ATI executed this acknowledgement on SONICblue’s behalf pursuant to a power of
attorney given to ATI to “take any and all reasonable action designed to vest more fully in ATI
and the Purchasers the Acquired Assets” and to provide for ATI “the benefit, use, enjoyment and
possession of such Acquired Assets.” Ex. 1, 9 2.

Complainants S3 Graphics Co., Ltd. and S3 Graphics, Inc. (collectively “S3G™)
cannot supplant ATI’s ownership of the asserted patents by pointing to a purported assignment
effective November 14, 2006 or documents recorded May 7, 2002 and attached as Exhibit 5 to its
Complaint (“May 7, 2002 Documents”). S3G did not even attempt to rely on the November
2006 assignment documents to establish ownership of the asserted patents. Ex. 4, Reel 026598
Frame 0180; Exs. 3, 5, 6. By November 2006, SONICblue had no rights in the asserted patents
to assign to S3G because SONICblue had already transferred the asserted patents to ATI more
than 5 years earlier. S3G, moreover, is not a bona fide purchaser without notice of the prior
transfer to ATI because S3G clearly had notice of SONICblue’s FireGL Business and the sale of
that entire business to ATIL.

S3G’s Complaint appears to rely solely on the May 7, 2002 Documents. Ex. 15,
Reel 012852 Frame 0016-34. But these documents do not show an assignment of the asserted
patents from SONICblue to S3G, and the documents were not included in any of the PTO
assignment records for any of the asserted patents. Ex. 3-6. These documents obviously do not
contain an assignment of the asserted patents to S3G because S3G would not have obtained an
| assignment from SONICblue in 2006 if the asserted patents had already been assigned. At most,

the May 7, 2002 Documents reflect nothing more than an assignment of specific patents listed in
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“the attached Schedule A.” None of the asserted patents, or even any of the pending patent
applications that issued as asserted patents, is identified as being assigned or listed on Schedule
A.

Even if the May 7, 2002 Documents effectively memorialized an earlier
assignment to S3G, ATI would still own the asserted patents. ATI acquired any rights that may

have been assigned to S3G |

| In addition, any earlier assignment reflected in the May 7, 2002
Documents is void because ATI is a subsequent purchaser for valuable consideration without

notice of any prior assignment to S3G. |

]

Because ATI owns the patents and declines to participate as a complainant, the
Commission has no jurisdiction over this Investigation. Accordingly, AMD and ATI should be
granted leave to intervene, and the Commission should terminate this Investigation.
IL. BACKGROUND PERTINENT TO AMD AND ATI

A. This Investigation and S3G’s Unsupported Allegations that it Owns the
Asserted Patents.

S3G submitted its Complaint requesting institution of this Investigation on May

28, 2010. Doc. ID 426439. S3G’s Complaint named only one respondent, Apple, Inc. AMD

Matgrial Subjectto
3 Protective Order Deleied



PUBLIC VERSION

and ATI were never a party to this Investigation. To the contrary, S3G repeatedly represented to
ATI that their devices were not at issue. Ex. 17, Zimmerman Decl., 91 4, 6, 14.

S3G alleged that Apple has violated 19 U.S.C. §1337 by infringing four patents,
U.S. Patent No. 6,658,146, U.S. Patent 6,683,978, U.S. Patent 6,775,417, and U.S. Patent
7,043,087 (“Asserted Patents”). Exs. 8-11. S3G’s complaint summarily alleges that “S3
Graphics Co., Ltd., owns by assignment the entire right, title and interest in and to” each of the
Asserted Patents. Ex. 14, Complaint at p. 6 §25, p. 8, 133, p. 11, §44, p. 12, §52. To support
this conclusory allegation, S3G relied solely on the May 7, 2002 Documents submitted in
Complaint Exhibit 5. Ex. 15. As described below, the May 7, 2002 Documents do not establish
that S3G owns the Asserted Patents. See Part II1.B.2 and II1.B.3b.

Based on S3G’s complaint, the Commission instituted this Investigation on June
25, 2010. See 75 Fed. Reg. 38118. On July 1, 2011, the Administrative Law Judge issued an
Initial Determination finding a violation of Section 337 by certain Apple computers. Initial
Determination on Violation of Section 337 and Recommended Determination on Remedy and
Bond (public version posted Aug. 2, 2011, Doc. ID 455892) (hereafter “ID”). On September 2,
2011, the Commission issued a Notice indicating that the Commission intends to “review the
final ID in its entirety.” Doc. ID 458512 at p. 2. The Commission, however, should terminate
this Investigation because ATI owns the Asserted Patents and declines to participate in this
Investigation as a Complainant.

B. ATI Owns the Asserted Patents.

For the Commission’s reference, the following table provides a timeline of the

relevant events pertinent to ATI’s ownership of the Asserted Patents:



PUBLIC VERSION

_ Date | i Event ; Support

Feb. 1998 Named Inventors Zhou Hong, Konstantine I. Iourcha, Ex. 4, Reel

and Krishna S. Nayak assign their rights to S3 026597 Frame
Incorporated. 0409;
Exs.3,5,6
07/12/1999 | The patent application that issues as U.S. Patent No. Ex. 8
6,658,146 (*’146 Patent”) is filed with the PTO.
11/17/1999 | The patent application that issues as U.S. Patent No. Ex. 9
6,683,978 (*’978 Patent”) is filed with the PTO.
11/09/2000 | S3 Incorporated changed its name to SONICblue Ex. 4, Reel
Incorporated. 026598 Frame
0136;
Ex. 15, Reel
019744 Frame
0136
01/03/2001 | SONICblue and VIA Technologies, Inc. (“VIA”) Ex. 12

form S3 Graphics Co., Ltd. as a joint venture to
operate the “Graphics Chip Business.” SONICblue
owns at least 50% of S3G’s voting common stock
and its CEO is a founding member of S3G’s board.
The “Graphics Chip Business” does not include
SONICblue’s professional graphics products or
FireGL Business.

03/30/2001 || Ex. 7, § 2.01;
Ex. 1
|
05/07/2002 | The May 7, 2002 Documents are recorded in the Ex. 15, Reel
PTO. The documents record an assignment of 012852 Frame
specific patents listed in “the Attached Schedule A” 0016-34

from SONICblue to S3 Graphics, Co., Ltd. The May
7, 2002 Documents are not listed in the PTO
assignment records of any of the Asserted Patents.
Schedule A does not list any of the Asserted Patents
or the pending ‘146 and ‘978 Patent applications.

03/21/2003 | SONICblue Inc. files for bankruptcy protection. Ex. 16,
Section 1 23
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Date Event Support

10/25/2006 | ATI Technologies Inc. changes its name to ATI Ex. 20
Technologies ULC. AMD acquires ATI in 2006.

10/31/2006 | Settlement Agreement obligating SONICblue to Exs. 16, 19
assign intellectual property rights “in its possession”
to S3 Graphics Co., Ltd.

11/14/2006 | Effective Date of purported assignment of the Ex. 4, Reel
Asserted Patents from SONICblue to S3 Graphics 026598 Frame
Co., Ltd. 0180

Exs. 3,5,6

05/28/2010 | S3G files Complaint with the Commission alleging Ex. 14
infringement of the Asserted Patents by respondent
Apple, Inc.

06/25/2010 | The Commission commences Investigation 337-TA- 75 Fed. Reg.
724 based on S3G’s Complaint. 38118

07/15/2011 | S3G records a purported assignment of the Asserted Exs. 3-6
Patents from SONICblue to S3 Graphics Co., Ltd.
The Assignment states “this assignment is effective
November 14, 2006.”

09/13/2011 | ATI records acknowledgment by SONICblue and Exs. 2,25
ATI that SONICblue assigned the Asserted Patents to Exs. 1,92
ATI on March 30, 2001. ATI executed the
acknowledgement pursuant to a power of attorney
SONICblue granted to ATI.

The PTO assignment records for the Asserted Patents reveal an assignment by the

inventors to S3 Incorporated in February 1998. Exs. 3-6. They also reflect an assignment from

S3 Incorporated to SONICblue in November 2000. Id. |

attorney given to ATI by SONICblue, ATI recently executed an acknowledgment by SONICblue
of that prior assignment, which was recorded with the PTO. Exs. 2, 25. After SONICblue

assigned the Asserted Patents to ATI, ATI Technologies, Inc. changed its name to ATI

] Pursuant to a power of
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Technologies ULC. Ex.20. In 2006, AMD purchased ATI. ATI is now a wholly-owned
subsidiary of AMD.

C. S3G’s Unfounded Ownership Claims.

S3G’s claim of ownership of the Asserted Patents rests on allegations that
SONICblue assigned those patents to S3G, not ATI. AMD and ATI are aware of only two
documents that S3G could claim to be an assignment of the Asserted Patents from SONICblue to
S3G: the November 14, 2006 “assignment” recorded in the PTO on July 15, 2011, and the May
7, 2002 Documents. Neither impacts ATI’s ownership of the Asserted Patents.

1. The November 14, 2006 “Assignment.”

On November 14, 2006, SONICblue purported to assign the Asserted Patents to
S3 Graphics Co., Ltd. This assignment was recorded only two months ago, and more than a year
after the Commission instituted this Investigation. Exs. 3-6. S3G’s Complaint did not rely on
this purported assignment as a basis for claiming ownership of the Asserted Patents.

This assignment also proves that S3G did not own the Asserted Patents prior to
November 14, 2006. As detailed below in Part II1.B.2., SONICblue could not assign the
Asserted Patents to S3G in November 2006 because it had already assigned them to ATI more
than 5 years earlier. S3G had notice of the 2001 assignment to ATI at least because Mr. Ken
Potashner was CEO of SONICblue as well as a director of S3G. S3G also shared the same
business address with SONICblue, and SONICblue owned a majority of the voting common
stock of S3G.

2. The May 7, 2002 Documents.

S3G’s Complaint relies solely on the May 7, 2002 Documents contained in
Complaint Exhibit 5 to allege ownership of the Asserted Patents. Ex. 15, Reel 012852 Frame

0016-0034. As discussed in detail in Part I11.B.3b., the May 7, 2002 Documents are not listed in
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the PTO assignment records for any of the Asserted Patents and do not identify the Asserted
Patents by patent number or application number. To the contrary, the May 7, 2002 Documents
reflect an assignment of other specific patents identified in “the attached Schedule A.” Id. at
Reel 012852 Frame 0016-21.

Even if the May 7, 2002 Documents sought to assign the Asserted Patents to S3G,
they do not impact ATI’s ownership rights because the documents were not recorded with the
PTO until more than a year after their execution date. |

| Pursuant to 35
U.S.C. § 261, any earlier assignment reflected in the May 7, 2002 Documents is not effective
against ATL

III. ARGUMENT

A. AMD and ATI Should Be Granted Leave to Intervene to Seek Termination
of This Investigation.

Under 19 CFR § 210.19, the Commission may grant a motion to intervene to the
extent and upon such terms as may be proper under the circumstances. 19 CFR § 210.19. AMD
and ATD’s intervention is not only proper, but essential under the circumstances of this
Investigation because ATI owns the Asserted Patents. Because ATI owns the Asserted Patents
and declines to voluntarily participate in this Investigation as a Complainant, the Commission is
without jurisdiction to continue this Investigation, and it should be terminated. SiRF Tech., Inc.
v. ITC, 601 F.3d 1319, 1325-26 (Fed. Cir. 2010); Certain Point of Sale Terminals and
Components Thereof, Inv. No. 337-TA-524, 2005 ITC LEXIS, 455, Order No. 49 (ITC June 8,
2005); Certain Point of Sale Terminals and Components Thereof, Inv. No. 337-TA-524, 2007

ITC LEXIS 117, at *8-9 (ITC Feb. 6, 2007).
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The Commission applies “a strong presumption in favor of intervention” to allow
third parties to intervene at any time and under appropriate circumstances. Certain Garage Door
Operators Including Components Thereof, Inv. No. 337-TA-459, Order No. 5 at p. 3 (Oct. 1,
2001) (“Garage Door Operators”). The Commission follows the criteria for intervention set forth
in Rule 24 of the Federal Rules of Civil Procedure. See, e.g., Certain Baseband Processor Chips
and Chipsets, Transmitter and Receiver (Radio) Chips, Power Control Chips, and Products
Containing Same, Including Cellular Telephone Handsets, Inv. No. 337-TA-543, Order No. 27,
at p. 3 (n.4 with further cites) (February 15, 2006) (“Baseband Processor Chips™).

Intervention is appropriate any time: (1) the proposed intervenor has an interest
relating to the property that is the subject of the action; (2) the pfoposed intervenor is so situated
that the disposition of the action may as a practical matter impair or impede its ability to protect
that interest; (3) the proposed intervenor’s interest is not adequately represented by the existing
parties; and (4) the motion to intervene is timely. See Garage Door Operators, Inv. No. 337-
TA-459, Order No. 5 at p. 3 (Oct. 1, 2001); Baseband Processor Chips, Inv. No. 337-TA-543,
Order No. 27, at p. 3; Certain Hardware Logic Emulation Systems and Components Thereof,
Inv. No. 337-TA-383, Order No. 30, at pp. 2, 8-9 (May 14, 1996) (“Hardware Logic Emulation
Systems”). These four criteria are liberally construed, with all doubts resolved in favor of the
proposed intervenors. See Am. Renovation & Constr. Co v. United States, 65 Fed. Cl. 254, 257
(Fed. Cl. 2005) (with further cites); United States v. Union Elec. Co., 64 F.3d 1152, 1158 (8th
Cir. 1995); Elliott Indus. Ltd. P’ship v. BP Am. Prod. Co., 407 F.3d 1091, 1103 (10th Cir. 2005).
In addition, all well-pleaded, non-conclusory allegations in a motion to intervene and supporting
declarations are accepted as true, absent sham, frivolity, or other objections. See Mendenhall v.

M/V Toyota Maru No. 11, 551 F.2d 55, 56 n.2 (5th Cir. 1977); Reich v. ABC/York-Estes Corp.,
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64 F.3d 316, 321 (7th Cir. 1995); Southwest Ctr. for Biological Diversity v. Berg, 268 F.3d 810,
819-820 (9th Cir. 2001); see also 6 JAMES WM. MOORE, MOORE’S FEDERAL PRACTICE —
CiviL § 24.03 [S][a] (3d ed. 2011).

These four criteria all clearly favor intervention by AMD and ATI, particularly in
view of the narrowly tailored, dispositive jurisdictional issue for which intervention is sought.

1. AMD and ATI Have an Interest in the Asserted Patents that May Be
Impeded or Impaired in This Investigation.

AMD and ATI clearly meet the first two intervention criteria because (1) they
have an interest relating to the property that is the subject of this Investigation, and
(2) disposition of this Investigation may as a practical matter impair or impede their ability to
protect that interest. The Commission permits intervention whenever the proposed intervenor’s
business or economic interests “could be affected by the Commission’s final decision ... in [the]
investigation.” Hardware Logic Emulation Systems, Inv. No. 337-TA-383, Order No. 30 at p. 8
(May 14, 1996); Garage Door Operators, Inv. No. 337-TA-459, Comm’n Order at p. 4 (Jan. 7,
2002); see also Isr. Bio-Eng’g Project v. Amgen Inc., 401 F.3d 1299, 1306 (Fed. Cir. 2005)
(permitting intervention in patent infringement suit). That S3G’s allegations of infringement and
the Commission’s final decision in this Investigation could impair or impede AMD and ATI’s
property rights as well as and their business or economic interests cannot be seriously disputed.

First, S3G’s is attempting to usurp ATI’s ownership rights in the Asserted Patents.
As discussed in detail in Part IIL.B.2, ATI owns the Asserted Patents. S3G has alleged that
AMD/ATI Graphics Processing Unit (“GPU”) hardware products infringe the Asserted Patents
but, as the owner of the patents, ATI is free to practice the claimed inventions. Microsoft Corp.

v. i4i Ltd. P’ship, 131 S. Ct. 2238, 2242 (2011) (“Once issued, a patent grants certain exclusive

10
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rights to its holder, including the exclusive right to use the invention during the patent’s duration.
To enforce that right, a patentee can bring a civil action for infringement . . .”).

Second, as patent owner, ATI also has the right to exclude others from practicing
the invention claimed in these patents. See, e.g., Morrow v. Microsoft Corp., 499 F.3d 1332,
1339-40 (Fed. Cir. 2067). This right to exclude carries with it the right to choose to enforce or
to not enforce the Asserted Patents against others, including the right to choose not to enforce the
patents against respondent Apple in this Investigation. See, e.g., Ortho Pharm. Corp. v. Genetics
Inst., 52 F.3d 1026, 1031 (Fed. Cir. 1995) (“Hence the patent owner may freely license others, or
may tolerate infringers . . .”); W. Elec. Co. v. Pacent Reproducer Corp., 42 F.2d 116, 118 (2d
Cir.), cert. denied, 282 U.S. 873 (1930) (same). In this Investigation, however, S3G has
appropriated ATI’s right to control whether to enforce the patents by asserting that Apple
products infringe the Asserted Patents, and seeking to prevent their import and sale.

Third, the Commission’s final decision in this Investigation could also impede
and impair AMD and ATI’s ability to sell AMD/ATI GPU hardware products. The ALJ’s initial
determination did not find that AMD/ATT’s GPU products infringe the Asserted.Patents. ID at
p. 274. However, the Commission has decided to review the ALJ’s initial determination in its
entirety. Doc. ID 458512 at p. 2. The possibility that the Commission could exclude Apple
products containing AMD/ATI products from being imported or sold suffices to establish that
AMD and ATT have substantial interests at stake in the Investigation. See, e.g., Hardware Logic
Emulation Systems, Inv. No. 337-TA-383, Order No. 30 at p. 8 (May 14, 1996) (Movant was
permitted to intervene because “the Movant could be affected by the Commission’s final
decision on permanent relief in this investigation.”); Garage Door Operators, Inv. No. 337-TA-

459, Comm’n Order at p. 3—4 (Jan. 7, 2002).

11
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2. AMD and ATD’s Interests Are Not Adequately Protected Because the
Patent Ownership Issue Is Specific to AMD/ATI and Has Not Been
Raised by the Existing Parties.

AMD and ATI clearly satisfy the third intervention criteria because AMD and
ATT’s interests are not adequately represented by the existing parties to this Investigation. This
standard for intervention is “satisfied if the applicant shows that representation of his interest
‘may be’ inadequate; and the burden of making that showing should be treated as minimal.”
Trbovich v. United Mine Workers of Am., 404 U.S. 528, 538 n.10 (1972). Clearly, the interests
of AMD and ATI have not been adequately represented because none of the parties has
understood that ATI owns the Asserted Patents. Isr. Bio-Eng’g Project v. Amgen Inc., 401 F.3d
1299, 1306 (Fed. Cir. 2005) (reversing district court’s denial of a motion to intervene where
proposed intervenor seeks to raise two new bases for defeating the action, including a right to
purchase the patented discoveries); New Century Bank d/b/a Customers Bank v. Open Solutions,
Inc., No. 10-6537, 2011 U.S. Dist. LEXIS 47340, at *6 (E.D. Pa. May 2, 2011) (permitting
intervention where intervenor’s argument, namely subject matter jurisdiction, was not previously
litigated in the case); see also Abbott Labs. v. Diamedix Corp., 47 F.3d 1128 (Fed. Cir. 1995)
(reversing denial of motion to intervene where proposed intervenor retained rights in the asserted
patent).

By raising the dispositive jurisdictional issue of patent ownership, AMD and ATI
offer a necessary element to this Investigation which would otherwise be neglected, and a
perspective which differs materially from that of the present parties. See, e.g., Sagebrush
Rebellion, Inc. v. Watt, 713 F.2d 525, 528 (9th Cir. 1983) (allowing intervention where

intervenor “offers a necessary element to the proceedings that would be neglected,” ie., “a

perspective that differs materially from that of the present parties to this litigation™); Wilderness

12
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Soc’y v. United States Forest Serv., No. CV08-363-E-EJL, 2011 U.S. Dist. LEXIS 48835, at *8—
9 (D. Idaho May 5, 2011).

In addition, AMD and ATI possess knowledge about the ownership of the
Asserted Patents that Respondent Apple does not have. Nat'l Farm Lines v. Interstate
Commerce Comm’n, 564 F.2d 381, 383 (9th Cir. 1977) (holding that the standard for
intervention is met when the applicant for intervention possesses experience and knowledge that
a party who would allegedly represent its interest does not have). As discussed below, ATI has

unique knowledge about the details of the FireGL Business [

] Because Apple cannot adequately represent AMD and ATI
on this issue, intervention is appropriate. See, e.g., Hardware Logic Emulation Systems, Inv. No.
337-TA-383, Order No. 30 at pp. 1-2, 8; Isr. Bio-Eng’g Project, 401 F.3d at 1306 (permitting
intervention where arguments raised by intervenor are specific to the intervening party).

3. The Motion to Intervene Is Timely Because It Raises a Jurisdictional
Issue That May Be Raised at Any Time.

AMD and ATI’s motion to intervene is timely because it raises a dispositive
jurisdictional issue. Because ATI owns the Asserted Patents and declines to participate in this
Investigation as a Complainant, the Commission lacks jurisdiction to continue this Investigation,
and the Investigation should be terminated. A motion to dismiss for lack of jurisdiction may be
raised at any time. Ins. Corp. of Ir., Ltd. v. Compagnie Des Bauxites De Guinee, 456 U.S. 694,
702 (1982) (holding that “a party does not waive the requirement by failing to challenge
jurisdiction early in the proceedings™); Folden v. United States, 379 F.3d 1344, 1354 (Fed. Cir.
2004) (“Subject-matter jurisdiction may be challenged at any time . . .”); Elliott Indus. Ltd.
P’ship v. BP Am. Prod. Co., 407 F.3d 1091, 1103-04 (10th Cir. 2005) (permitting intervention
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on appeal to raise subject matter jurisdiction); Duplan v. Harper, 188 F.3d 1195, 1203 (10th Cir.
1999) (same).

Because the issue of the Commission’s jurisdiction over an Investigation is one of
“public importance,” and intervenors’ motion is narrowly confined to this important issue, it is
timely. New Century Bank d/b/a Customers Bank v. Open Solutions, Inc., No. 10-6537, 2011
U.S. Dist. LEXIS 47340, at *6-7 (E.D. Pa. May 2, 2011) (permitting interventor to raise issue of
court’s subject matter jurisdiction after case was fully litigated and final judgment on all counts
entered); see also Abbott Labs. v. Diamedix Corp., 47 F.3d 1128 (Fed. Cir. 1995) (reversing
denial of motion to intervene where proposed intervenor owned the asserted patent). Indeed, the
Commission has previously permitted the patent owner to intervene in an Investigation even
after remand of a Commission final determination from the United States Court of Appeals for
the Federal Circuit. See Certain Variable Speed Wind Turbines and Components Thereof, Inv.
No. 337-TA-376, Doc. ID 44125 (July 8, 1997).

Although the motion is timely because it goes to the Commission’s jurisdiction,
AMD and ATI had good reason for not previously investigating this issue. AMD was not named
as a respondent. Instead, S3G referred to AMD as a “licensee.” Ex. 17, Zimmerman Decl. 4 3,
14, 16. During the Investigation, S3G repeatedly represented that AMD and ATI’s products
were not at issue in this Investigation. Id. at 994, 6, 14. This changed, however, when S3G
accused the Apple computers of infringing based on AMD/ATI GPUs found in those computers.
While the public version of the ALJ’s ID issued August, 2, 2011 did not find that the AMD and
ATI products infringe (ID at 272-74), the ID and Commission’s Notice of September 2, 2011
heightened the risk that the Apple computers might be found to infringe based on the inclusion of

AMD/ATI GPUs despite S3G’s complaint representation that AMD/ATI was “licensed” and

14
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repeated representations that AMD/ATI’s products were not at issue. The ALJ’s ID sanctioned
Apple by drawing adverse inferences from the failure to disclose AMD’s driver source code
software, cracking the door open for S3G to seek from the Commission a broader sanction that
could result in a finding that Apple computers containing AMD/ATI GPUs infringe. The
Commission’s notice of intent to review the ALJ’s ID opened the door wider to that possibility
by deciding to review the ID in its entirety.

At that point, AMD and ATI undertook a thorough assessment of the case and
potential defenses, including an examination of the veracity and accuracy of S3G’s statements to
the Commission that it owned the patents and that AMD and ATI may have been licensed. This
assessment led to an investigation of ATI’s 2001 purchase of the FireGL Business, caused AMD
and ATI to examine information relating to the FireGL Business it acquired over 10 years ago,
and led AMD and ATI to recognize that ATI owned the Asserted Patents. Once AMD and ATI
learned that ATI owned the Asserted Patents, AMD and ATI promptly sought to intervene.

B. The Commission Should Terminate this Investigation Because ATI Owns the
Asserted Patents and the Commission Lacks Jurisdiction.

As detailed below, SONICblue clearly assigned the Asserted Patents to ATI on
March 30, 2001 when ATI acquired SONICblue’s FireGL Business. S3G has offered, and there
is, no evidence of any alleged transfer of these Asserted Patents from SONICblue to S3G that
could supplant ATI’s ownership of the Asserted Patents.

1. This Investigation Cannot Proceed if S3G Does Not Own the Asserted
Patents.

Standing to sue is a threshold jurisdictional issue in every ITC Investigation that
is based on an assertion that private intellectual property rights have been infringed. SiRF Tech.,
601 F.3d at 1325-26; Certain Catalyst Components & Catalysts for the Polymerization of

Olefins, Inv. No. 337-TA-307, 1990 ITC LEXIS 224, at *10, *16, *26-27, Order No. 23 (June
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25, 1990) (hereafter “Catalyst Components”). The Commission has made clear that
“infringement actions may only be brought by, or in the name of, all of the owners of the patent
in suit or the exclusive licensee of all of the rights covered by the patent.” SiRF Tech., Inc., 601
F.3d at 1326 n.4, (citing Catalyst Components, 1990 ITC LEXIS 224, at *10, *16 (ITC June 25,
1990)). Commission Rule 210.12(a)(7) confirms that a complainant must demonstrate that it is
the “owner” or “exclusive licensee” of the Asserted Patents. 19 CFR § 210.12(a)(7).

As complainant, S3G has the burden of establishing that it has standing. SiRF
Tech., Inc., 601 F.3d at 1327; Certain Semiconductor Chips with Minimized Chip Package Size
and Products Containing Same, Inv. No. 337-TA-605, 2008 ITC LEXIS 2267, at *22 (ITC Dec.
1, 2008). S3G cannot meet that burden because ATI owns the Asserted Patents.

2. ATI Owns the Asserted Patents.

ATI owns the Asserted Patents because SONICblue assigned these patents to ATI

] Under Delaware law, a court is “constrained” to effectuate the parties’
intent “by a combination of the parties’ words and the plain meaning of those words.” Lorillard
Tobacco Co. v. Am. Legacy Found., 903 A.2d 728, 739 (Del. 2006); Nw. Nat’l Ins. Co. v.
Esmark, Inc., 672 A.2d 41, 43 (Del. 1996). “When the language of a . . . contract is clear and
unequivocal, a party will be bound by its plain meaning because creating an ambiguity where
none exists could, in effect, create a new contract with rights, liabilities and duties to which the
parties had not assented. . . .” Lorrillard, 903 A.2d at 739. Moreover, “[a] contract is not

rendered ambiguous simply because the parties do not agree upon its proper construction.” Id.
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“Ambiguity does not exist where a court can determine the meaning of a contract without any
other guide than a knowledge of the simple facts on which, from the nature of language in
general, its meaning depends. Courts will not torture contractual terms to impart ambiguity
where ordinary meaning leaves no room for uncertainty.” Id. quoting Rhone-Poulenc Basic

Chems. Co. v. Am. Motorists Ins. Co., 616 A.2d 1192, 1195-96 (Del. 1992).

[

2 See Ex. 7 at p. 1, initial paragraph “ASSET PURCHASE AGREEMENT, dated as of

March 30, 2001, among SONICblue Incorporated, a Delaware corporation (the “Seller”)....”

17 Material Subiject to
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] “Where an agreement expressly
identifies excluded assets, and then conveys ‘all assets’ except those so excluded, there is no
room for a finding of ambiguity in its language.” Turner v. Officers, Directors & Employees of
Mid Valley Bank, 712 F. Supp. 1489; 1497 (E.D. Wa. 1988) (holding that all assets including
intangible cause of action were assigned by purchase agreement); see also EMD Crop

Bioscience Inc. v. Becker Underwood, Inc., 750 F. Supp. 2d 1004, 1013 (W.D. Wis. 2010).

[
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] The patent
applications that issued as U.S. Patent 6,658,146 and U.S. Patent 6,683,978 were being
prosecuted in the PTO on March 30, 2001. Exs. 8, 9. According to PTO records, each of these
patent applications was actively being prosecuted on behalf of SONICblue pursuant to a power
of attorney granted by S3 Incorporated.” Exs. 21, 22. Patent applications are considered
personal property, and “35 U.S.C. § 261 makes clear that an application for patent as well as the
patent itself may be assigned.” Filmtec Corp. v. Allied-Signal Inc., 939 F.2d 1568, 1572 (Fed.
Cir. 1991).

Although the patent applications that issued as U.S. Patents No. 6,775,417 (the
“’417 Patent”), and U.S. Patent 7,043,087 (the *’087 Patent) had not been on file on March 30,

2001, |

3 S3 Incorporated became SONICblue Incorporated in November 2000. Exs. 3-6.
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lapplication.] See, e.g., Bd. of Trustees of the Leland Stanford Junior Univ. v. Roche Molecular
Sys., Inc., 583 F.3d 832, 842 (Fed. Cir. 2009) and 487 F. Supp. 2d 1099, 1107 (N.D. Ca. 2007)
(broad language in VCA Agreement assigning rights in “ideas, inventions and improvements ...
that relate in any manner to the actual or anticipated business” assigns right to subsequently
applied for and issued patents); Filmtec Corp. v. Allied-Signal Inc., 939 F.2d 1568, 1572 (Fed.
Cir. 1991); EMD Crop Bioscience Inc. v. Becker Underwood, Inc., 750 F. Supp. 2d 1004, 1013

(W.D. Wis. 2010). [

] The ‘417 Patent issued from

a continuation-in-part of the ‘146 Patent application. ID p. 7, Ex. 10. The ‘087 Patent issued
from a continuation of the ‘417 Patent application. ID p. 4, Ex. 11.*

The Asserted Patents were also used in, held for use in, and intended for use in the

FireGL Business because several of the FireGL Products that ATI acquired, including, without

limitation, the FireGL 2, 3 and 4 products, support S3TC Texture Compression. Ex. 26,

Declaration of Kevin O’Neil. The United States Supreme Court has indicated that the term “use”

has a very broad definition, and includes any way that an invention is put into practice. Bauer &

Cie v. O’Donnell, 229 U.S. 1, 10-11 (1913) (“The right to use is a comprehensive term and

embraces within its meaning the right to put into service any given invention.”); NTP, Inc. v.

Research in Motion, Ltd., 418 F.3d 1282, 1316-17 (Fed. Cir. 2005) (“[T]he Supreme Court

4 As discussed infra at Part II1.B.3bii, the Asset Purchase Agreement and Bill of Sale and
Assignment also transferred to ATI any rights in the Asserted Patents that may have been
transferred to S3 Graphics Co., Ltd. prior to March 30, 2001. The Acquired Assets include all
rights owned by the Seller [SONICblue] or “its Subsidiaries.” S3 Graphics Co., Ltd. is a
“Subsidiary” of SONICblue under the Asset Purchase Agreement.
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stated that ‘use’ . . . is a ‘comprehensive term and embraces within its meaning the right to put
into service any given invention.” . . . The ordinary meaning of ‘use’ is to ‘put into action or
service.””). In this Investigation, S3G has asserted that graphics products that support S3TC
texture compression or decompression practice the inventions claimed in the Asserted Patents.

ID at p. 272-74. |
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) Other Provisions of the Asset Purchase Agreement Confirm
that the Asserted Patents are “Acquired Assets” that
SONICblue Assigned to ATL.

Other provisions of the Asset Purchase Agreement further confirm that the
Asserted Patents were Acquired Assets that SONICblue assigned to ATI when it sold the

“FireGL Business.” |
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d) SONICblue and ATI Have Recently Executed an
Acknowledgement of the March 30, 2001 Assignment of the
Asserted Patents to ATI.

Finally, SONICblue and ATI recently confirmed in writing that SONICblue
assigned the Asserted Patents to ATI on March 30, 2001. See, e.g., Cadles of Grassy Meadows
Il LLC v. Mackinnon, No. 91-10432-WGY, 2010 U.S. Dist. LEXIS 22553, at *9-11 (D. Ma.
March 11, 2010) (giving effect to acknowledgment of prior assignment executed in 2009
pursuant to power of attorney as evidence that certain interest had been assigned in 2006). On
September 6, 2011, SONICblue and ATI executed an acknowledgment of the prior assignment
and transfer of the Asserted Patents to ATI on March 30, 2001. That acknowledgment explicitly
states:

NOW, THREFORE, TO ALL WHOM IT MAY CONCERN:

Be it koown that for good and valuable consideration, the receipt and sufficiency of
which is hereby scknowledged. the Assignor and Assignee agree that when Assignor sold,
assigned, transferred, conveved and delivered to Assignee all of the assets, propertics, goedwit]
and business of every kind and description and wherever located, owned by the Assignor or its

Subsidiaries or used or held for wse by the Assignor or #s Subsidiaries in the FireGL
Business other than the Excluded Assets ingluding, except for the Excluded Assets all right, title
and interest in, 1o and under all other assets, rights and claims of every kind and nature used or
intended to be wsed or held for use in the operation of the FireGL Business, pursuant to the Bill
of Sale and Assignment on March 30, 2001, Assignor intended to sell, assign, transfer, convey
and deliver, and did sell. assign, transfer, convey and se1 over © Assignee, Assignor’s entire
right, title and interest in and to all patents and patent applications owned by the Assignor or its
Subsidiaries or used or intended 10 be used or held for use by the Assignor or its Subsidiaries in
the FireGL Business, including but not limited to the patents and patent applications listed in
Schedule 1, and any and all reissues, confinuations, continuations-in-part, divisions, extensions,
recxaminations and renewals of and substitutes for said applications and all rights therein
provided by multinational treaties or conventions and all improvements o the inventions
disclesed in each such registration, patert or application, and in, to and under any and all Letters
Patent which mayv be granted on or 8% & result thereof in the United States and any and all other
countries, and ary reissuc or reissues or extension or extensions of said Letters Patent; and does

Maten‘ql Subject to
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Schedule 1
Application Seriaj No, LS. Patent ¥o.
2.5, Ser, No. 09/351,93¢ US, 6,658,146
LLS. Ser. No. 09/442,114 LS, 6,683,978
LLS. Ser, No. 107052,613 ] . U.S. 6,775,417
U8, Ser. Mo, 10/893,084 U.S. 7,043,087

Ex. 2. ATI duly recorded this acknowledgement with the PTO on September 13, 2011. Ex. 25.

As in Cadles, ATI executed this acknowledgment on behalf of SONICblue pursuant to a
power of attorney that SONICblue granted in the Bill of Sale and Assignment. Ex. 1, §2.
SONICblue appointed ATI, as well as its respective successors and assigns, the true and lawful
attorney and attorneys of SONICblue “to take any and all reasonable action designed to vest
more fully in ATI and the Purchasers the Acquired Assets hereby sold and assigned to ATI and
the Purchasers or intended so to be and in order to provide for ATI and the Purchasers the
benefit, use, enjoyment and possession of such Acquired Assets.” Ex. 1, § 2. The powers of
attorney granted by SONICblue “are coupled with an interest” and are “irrevocable by it or upon
[SONICblue’s] subsequent dissolution or in any manner or for any reason.” Id.

3. S3G Cannot Supplant ATI’s Ownership of the Asserted Patents.

S3G’s claim that it owns the Asserted Patents rests on allegations that SONICblue
assigned those patents to S3G, not ATI. AMD and ATI are aware of only two documents that
S3G could claim to be an assignment of the Asserted Patents from SONICblue to S3G: the
November 14, 2006 “assignment” recorded in the PTO on July 15, 2011 and the May 7, 2002
Documents recorded in the PTO and attached as Complaint Exhibit 5. Neither undermines

ATI’s ownership of the Asserted Patents.
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a) The Purported November 14, 2006 Assignment from
SONICblue Does Not Impact ATI’s Ownership of the Asserted
Patents.

The PTO Records reveal that just two months ago, and over a year after this
Investigation commenced, S3G recorded a purported assignment of the Asserted Patents from
SONICblue. Exs. 3-6. The document filed with the PTO indicates that “[t]his “assignment is

effective November 14, 2006

Thasa.smgzmwntmeﬁ%ctm: November 14 __, 2006.

SONICblue Incorporated

, 20087

Ex. 4, Reel 026598 Frame 0180.

The November 14, 2006 assignment cannot operate to establish that S3G owns
the Asserted Patents. SONICblue had no rights in the Asserted Patents to assign to S3G in 2006
because it had already assigned the Asserted Patents to ATI more than 5 years earlier. See supra
Part IIL.B.2.; see, e.g., Six Wheel Corp. v. Sterling Motor Truck Co. of Ca., 50 F.2d 568, 570 (9th
Cir. 1931) (“Obviously [the assignor] cannot assign more than he has...”); see also EMD Crop
Bioscience Inc. v. Becker Underwood, Inc., 750 F. Supp. 2d 1004, 1012 (W.D. Wis. 2010)
(“[Section 261] does not address the legal validity of an assignment.”); TM Patents, L.P. v. Int’]
Bus. Machs., 121 F. Supp. 2d 349, 365 (S.D.N.Y. 2000) (“Clearly, § 261 does not grant an
assignee any title better than the assignor had.”).

Nor can S3G rely on the provisions of 35 U.S.C. §261 to negate ATI’s
ownership. Under § 261, “[a]n assignment, grant, or conveyance shall be void as against any
subsequent purchaser or mortgagee for a valuable consideration, without notice, unless it is

recorded in the Patent and Trademark Office within three months from its date or prior to the
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date of such subsequent purchase or mortgage.” 35 U.S.C. § 261. S3G cannot claim the benefit
of § 261 because S3G is not a subsequent purchaser without notice of the prior assignment to
ATI. A subsequent purchaser is on notice of a prior assignment when the purchaser has actual,
constructive or inquiry notice of a prior assignment. Bd. of Trustees of the Leland Stanford
Junior Univ. v. Roche Molecular Sys., Inc., 583 F.3d 832, 843 (Fed. Cir. 2009) (‘’Notice’ under
§ 261 can include constructive or inquiry notice, in addition to actual notice.”).

The evidence clearly demonstrates that S3G had actual notice, or at the very least
constructive or inquiry notice, that SONICblue sold the entire FireGL Business to ATI before the
November 14, 2006 “assignment.” Public documents state that S3 Graphics Co., Ltd. was
formed as a joint venture between SONICblue and VIA shortly before ATI acquired the FireGL
Business. Ex. 12. SONICblue owned a majority of the voting common stock of S3G. Ex. 12,
p. 16 (Joint Venture Agreement at § 2.4.1). SONICblue’s CEO, Mr. Ken Potashner, was a
founding director of S3G with a term that continued until 2003. Ex. 12, pp. 17 (§ 3.2), 26.
Because Mr. Potashner was CEO of SONICblue as well as a director of S3G, S3G may have had
actual notice. At the very least, S3G had constructive or inquiry notice that SONICblue had sold
its entire FireGL Business in March 2001 to ATL

For example, S3G clearly had notice through Mr. Potashner that SONICblue had
sold its entire FireGL Business to ATI and that the S3G joint venture did not include any of the
assets used in the FireGL Business. S3G clearly knew, at least through Mr. Potashner as well as
through board members who had ties to VIA, that the “Graphic Chip Business” the S3G joint
venture would operate did not include SONICblue’s professional graphics products or FireGL
business. The ARIA executed by SONICblue and VIA explicitly states that the “Graphic Chip

Business” does not include “S3’s professional graphics business (e.g., the FireGL graphics board
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product line) which S3 conducts through its professional graphics divisions.” Ex. 13, §1. S3G
also knew, at least through Mr. Potashner, that SONICblue had sold its entire FireGL Business to
ATL See, e.g., Thomas v. Tomco Acquisitions, Inc., 776 F. Supp. 431, 435-36 (E.D. Wis. 1991)
(holding that assignee of patents was not a subsequent purchaser without notice under §261
because the purchase “wore two hats: he was president of Tomco when the patents were
originally surrendered to Maryland National . . . as well as a ‘subsequent purchaser’ of the
disputed patents from Tomco two years later . . .””); Filmtec Corp. v. Allied-Signal Inc., 939 F.2d
1568, 1574 (Fed. Cir. 1991) (“Since Cadotte was one of the four founders of FilmTec, and the
other founders and officers were also involved at MRI, FilmTec may well be deemed to have had
actual notice of an assignment. Given the key roles that Cadotte and the others played both at
MRI and later at FilmTec, at a minimum FilmTec might be said to be on inquiry notice of any
possible rights in MRI or the Government as a result of Cadotte’s work at MRL.”). S3G clearly
was not a bona fide purchase without notice of the assignment to ATI when it received the
purported assignment from SONICblue effective November 14, 2006.

b) The May 7, 2002 Documents Cited in S3G’s Complaint Do Not
Affect ATI’s Ownership of the Asserted Patents.

Tellingly, S3G does not rely on the November 2006 assignment that is actually
reflected in the PTO assignment records of the Asserted Patents in its Complaint. Instead, to
support its assertion that “S3 Graphics Co., Ltd., owns by assignment the entire right, title, and
interest in and to” each particular patent, S3G relies solely on the May 7, 2002 Documents
attached as Complaint Exhibit 5. Ex. 14, Complaint p. 6 §25, p. 8, 133, p. 11, 744, p. 12, § 52;
Ex. 15. As demonstrated below, the May 7, 2002 Documents have no impact ATI’s ownership

of the Asserted Patents.
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1) The May 7, 2002 Documents Do Not Include an
Assignment of the Asserted Patents to S3G.

The May 7, 2002 Documents do not include an assignment of any of the Asserted
Patents. Ex. 15, Reel 012852 Frame 0016-34. Unlike the November 14, 2006 assignment, the
May 7, 2002 Documents are not included in the PTO assignment records for any of the Asserted
Patents. Exs.3-6. These documents appear to include an assignment from SONICblue to S3

Graphics Co., Ltd. of specific patents identified in “the attached Schedule A”:

05 - 16-2002

Fom rmtm @%gi@@i@%& 4.8 DEPARTMENT OF DOMMERCE

v, GRE) B 165 Pataed ang Traderaek Gfice
OB R, 865167 foap, SI330EK2) i 0%092001
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Tausetium cy ey ¥

b S |
Fo But Hosmiratle Comvissianar of Patonts and Tradomarks Flerss rectrd the atisched angine docsmans o oy il

£, Mam? ol comveyirg pfany(ies)‘ 2. Nasrw and address of receiving party(ies)
FONICHIe: lmeofpmsied Hame: 53 Graphius Co., Lad,
5 - 7 -0 27 tntornal Addr ;
¢ ot patyies) e X) Ko o

3. Nature of conveyanes:

X;  Assgnment L sterger

Strest A . Charlex Adarms, Rifchie & Dukwenh
Lk Sorunty Agresmont 3 Charge of Mame ,
Zeplryy House, Mary Soves, PO, Bax W9
2 Dihes . i
Cirand Cayman, British West Indies |,
Expoution Due; fosy 3 2001 amofs) & sicressies} sached? . Yas K Mo
4. Appicat ber{s! or pattant ¢ i)
if this documend i3 being Hled jogeser with a rew application. the execuion dale of the agplicaion 81,
A, Patent Application Mo.fs) B, Patent No(s)

{Please pee the wtached Sihedule A

Addonnl pambies acked? X3 Yes _j N

Ex. 15, Reel 012852 Frame 0016. This document, however, does not reflect an assignment of
any of the Asserted Patents. Although Schedule A identifies U.S. Patent 5,956,431 and other
patents that are not asserted in this Investigation, none of the Asserted Patents is listed. This
document also contains a space to identify assigned patent applications, but no applications are
listed even though the ‘146 and ‘987 Patent applications were on file and being prosecuted. In

fact, none of the May 7, 2002 Documents indentifies any of the then-pending patent applications
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for the ‘146 and ‘987 Patents by application number. Id. at Frame 0016-34.> The explicit
reference to an assignment of particular patents in Schedule A, and the omission of any reference
to any patent applications when two of the patent applications that issued as Asserted Patents
were pending, is a clear indication that the May 7, 2002 Documents assigned only the patents
identified in Schedule A and did not assign the Asserted Patents. 37 C.F.R. § 3.21 (“An
assignment relating to a patent must identify the patent by the patent number. An assignment
relating to a nationala patent application must identify the national patent application by the
application number (consisting of the series code and the serial number, e.g., 07/123,456). .. .”).
The November 14, 2006 assignment and other documents pertaining to that
assignment confirm that the Asserted Patents were not transferred to S3G in 2001. The 2006
Assignment clearly states that “this assignment is effective” November 14, 2006. Ex. 4, Reel
026598 Frame 0179-88. SONICblue appears to have executed this “assignment” in response to
an October 2006 Settlement Agreement between SONICblue, S3G, VIA and Intel Corp. to settle
litigation Intel commenced to terminate a Patent Cross License Agreement with SONICblue. Ex.
16. The Settlement Agreement obligates SONICblue to “use its commercially reasonable best
efforts to transfer” the “intellectual property related to or used in the Graphics Chip Business

that currently remains in [SONICblue’s] possession, ... and was to be contributed pursuant to

3 The other documents that appear to have been recorded on May 7, 2002 either confirm

that the Asserted Patents were not assigned to S3G or appear entirely unrelated to the Asserted
Patents. Ex. 15, Reel 012852 Frame 0022-0034. For example, one document purports to be an
assignment by SONICblue to S3 Graphics Co., Ltd of “the inventions and patent applications
and disclosures listed in Schedule 1 annexed hereto.” Id. at Frame 0022. But in contrast to the
attached Schedule A, no document identified as “Schedule 1” accompanies the submission. The
document that follows this assignment appears to be an entirely unrelated assignment from some
individuals to SONICblue’s predecessor, S3 Incorporated.
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the Amended and Restated Investment Agreement.”6 Ex. 16, Doc. 2158-3 (filed 2/16/2007), § 5
(emphasis added); Ex. 19. The Settlement Agreement further requires SONICblue to execute
“transfer documents relating to all patents and patent applications listed on Schedule 1 to the Bill
of Sale (as defined in the Amended and Restated Agreement), and patents, trademarks,
copyrights, and other items listed in Schedule 3.14(a)(ii) to the Amended and Restated
Investment Agreement.” /d. at § 5a. The bankruptcy court authorized SONICblue to enter into
the Settlement Agreement on October 31, 2006, including authorizing the execution of
documentation reasonably necessary to transfer “the intellectual property related to or used in the
Graphics Chip Business in SONICblue’s possession to S3G Co. or its designee....” Ex. 19, at p.
5 line 27 to p. 6, line 3. SONICblue then executed the assignment effective November 14, 2006.
Although AMD and ATI have not had access to either Schedule 1 or Schedule 3.14(a)(ii)
referred to in the Settlement Agreement because S3G has designated them confidential, the
Settlement Agreement, Court Order, and SONICblue’s purported assignment of the Asserted
Patents to S3G in 2006 indicate clearly that SONICblue had not previously assigned the Asserted
Patents to S3G. S3G would have no reason to identify the Asserted Patents as intellectual
property in SONICblue’s “possession,” and to demand that SONICblue assign the Asserted
Patents in 2006 if those patents had already been assigned to S3G years earlier.

The terms of the agreements between SONICblue and ATI relating to
SONICblue’s sale of the FireGL Business, and the agreement between SONICblue and VIA to
form the S3G joint venture further confirm that SONICblue transferred the Asserted Patents to

ATI. As discussed above, the agreements between SONICblue and ATI broadly transferred all

6 As discussed infra at 32-33, the intellectual property used in the “Graphics Chip

Business” did not include the Asserted Patents because the Graphics Chip Business does not
include professional graphics products or the FireGL Business.
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assets used in, held for use in, or intended for use in the FireGL Business whether owned by
SONICblue or its Subsidiaries. By contrast, SONICblue’s agreement with VIA to create S3G
was narrower and made clear that anything relating to the FireGL Business was not part of the
S3G joint venture. The ARIA signed by SONICblue and VIA explicitly states that the “Graphics
Chip Business” to be operated by S3G does not include the professional graphics business and
FireGL graphics board product line.

“Graphics Chip Business” shall mean S3’s current business which
involves the development, design, and manufacture of discrete graphics chips or
discrete graphics chips integrated with core logic. Notwithstanding anything to
the contrary herein, the Graphics Chip Business shall not include S3’s board or
add-in card business even though the products of such business contain
graphics chips or provide graphics functionality to their users or S3’s

professional graphics business (e.g., the FireGL graphics board product line)
which S3 conducts through its professional graphics divisions.

Ex. 13, § 1 (emphasis added.). In effect, the plain meaning of the terms in these agreements set
up a structure where all assets and property that may have been used in both SONICblue’s
FireGL Business and the graphics business intended for the S3G joint venture were assigned to
the FireGL Business and were not included in the graphics business to be operated by the S3G

joint venture:

Assets used or intended for use in
both businesses transferred to
FireGL Business
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i) ATI Owns the Asserted Patents Even if the May 7, 2002
Documents Contain an Earlier Assignment to S3G.

The May 7, 2002 Documents identify an execution date of “January 3, 2001.”
Ex. 15, Reel 012852 Frame 0016. The assignment was not recorded until May 7, 2002, more
than three months after the execution date, and more than a year after SONICblue assigned the
Asserted Patents to ATI on March 30, 2001. As a result, any assignment of the Asserted Patents
in the May 7, 2002 Documents is void under 35 U.S.C. § 261 because ATI is a subsequent

purchaser for valuable consideration without notice of the prior assignment to S3G.

[
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] S3G
owned at least 50% of the voting common stock with other undisclosed joint venture partners
owning 48% and 2% respectively. Ex. 12, §2.4.1. Thus, any rights that S3G may have
possessed in the Asserted Patents when ATI acquired the FireGL Business were assigned or
transferred to ATI under the “owned by ... Subsidiaries” clause of the Asset Purchase
Agreement.

IV.  CONCLUSION

For the foregoing reasons, AMD and ATI’s motion to intervene should be
granted, and the Commission should enter an order terminating the Investigation because S3G
does not own the Asserted Patents. Alternatively, the Commission should grant AMD and ATI’s
motion to intervene and remand this proceeding to the Administrative Law Judge for an Initial

Determination regarding S3G’s standing and ATI’s rights in the Asserted Patents.

Material Subject to
Protective Order Deleted
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Respectfully submitted,

0/ <T /
Jeftfey D Mills '
Amina S. Dammann
KING & SPALDING, LLP
401 Congress Avenue, Suite 3200
Austin, TX 78701

Jeffrey M. Telep

KING & SPALDING, LLP

1700 Pennsylvania Ave NW, Suite 200
Washington, D.C. 20006-4707

Attorneys for Advanced Micro Devices, Inc., ATI
Technologies ULC and ATI International SRL
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BILL OFSALE AND ASSIGNBMENT

BILL OF SALE AND ASSIGNMENT, dated as of March3@ 2001 (this “Bill of
ATTI International SRL, a Barbados society with restricted liability (“SRL”), Conccpta{ hhhh
Gesellschaft fiir Immobilieninvestitionen mbH, a German limited liability company (“GmbH”),
and ATI Technologies (Europe) Limited, an Irish corporation (“ATL”, and together with SRL,

the “Purchasers”).

WHEREAS, the Seller, ATI Technologies Inc., an Ontario corporation (“ATI™),
and the Purchasers have entered into an Asset Purchase Agreement, dated as of March |, 2001
(the “Asset Purchase Agreement”; unless otherwise defined herein, capitalized terms shall be
used herein as defined in the Asset Purchase Agreement); and

WHEREAS, the execution and delivery of this Bill of Sale and Assignment by the
Seller 1s a condition to the obligations of ATI and the Purchasers to consummate the transactions
contemplated by the Asset Purchase Agreement.

NOW, THEREFORE, for good and valuable consideration to the Seller receipt of
which is hereby acknowledged, and pursuant to the Asset Purchase Agreement, the Seller,
_ intending to be legally bound hereby, does hereby agrec as follows:

I Sale-and-Assignment of Assets and Properties. (a) On the terms and

subject to the conditions of the Asset Purchase Agreement, the Seller hereby, on the Closing
Date, sells, assigns, transfers, conveys and delivers to ATI and the Purchasers or has caused to be
sold, assigned, transferred, conveyed and delivered to ATI and the Purchasers, and ATI and the
Purchasers have purchased from the Seller, on the Closing Date, all of the right, title and interest
as of the Closing Date of the Seller in and to the Acquired Assets, other than the Excluded
Assets, including, without limitation, the following: '

() all nghts pursuant to all customer contracts or purchase orders (whether
copies of written or oral) of the FireGL Business, except the Accounts Receivable,
together with copies of all supporting files and documentation, in each case as listed in
Section 2.01(a)(1) of the Disclosure Schedule of the Asset Purchase Agreement, (the
“Customer Contracts”);

(i) all the Seller’s right, title and interest in, to and under Intellectual Property
as set out in Section 3.19(a) of the Disclosure Schedule of the Asset Purchase Agreement;

(iii)  all rights to all revenues due to the Seller or any Subsidiary in connection
with all Unshipped Orders;

(iv)  all computers and related equipment and furniture that are used in the
FireGL Business whether located on the Leased Real Property or any other warehouse
dedicated to the FireGL Business as listed in Section 2.01(a)(iv) of the Disclosure
Schedule of the Asset Purchase Agreement, (the “Fixed Assets”);



() all sules and promotional Titerature, custoner lists and other sales-relate
materials related to the FireGL Business owned, used, associated with or employed by
the Seller at the Closing Date;

(vi)  all Inventory;
(vil)  the goodwill of the Seller relating to the FireGL Business;

(vili) assumption of all third party Licenses, permits or consents issued, granted
or given by or under the authority of any Governmental Body or pursuant to any Legal
Requirement that are held by the Seller and are used in connection with the FireGL
Business and for which Required Consents have either been obtained by the Seller or
such condition to closing has been waived by ATI and the Purchasers (collectively
“Permits™);

(ix)  copies of all portions of books of account, general, financial, tax and
personnel records, invoices, supplier lists, correspondence and other documents, records
and files and all Software and programs and any rights thereto owned, associated with or
employed by the Seller or its Subsidiaries or used in, or relating to, the FireGL Business
at the Closing Date;

(x) all prepaid expenses and deposits as listed in Section 2.01(a)(x) of the
Disclosure Schedule of the Asset Purchase Agreement; and

(x1) except for the Excluded Assets, all the Seller’s right, title and interest on

the Closing Date in; to-and-under-all other assets; nghts and claims.of-every kind-and....

eyt FE-US G-0F-H1tended-to-be-used-or held foruse.inthe npemhnn of the FireGL

Rusiness.

(b)  The Acquired Assets shall exclude the following assets owned by the
Seller (the “Excluded Assets™).

(1) all cash, deposits in bank accounts, cash equivalents, and marketable
securities;

(i) all Accounts Receivable;

(iii)  all Customer Contracts that are not effectively assigned to ATI or the
Purchasers because a Required Consent has not been obtained and such condition to
closing has been waived by ATI and the Purchasers;

(iv)  all Obsolete Inventory;

(v) the Material Contracts listed in Section 2.01(b)(v) of the Disclosure
Schedule; and

(vi)  all rights of the Seller under the Asset Purchase Agreement and the
Ancillary Agreements.

TRDOCS01/53201.1 2



(<) For the purposes of this Article H, the term Purchasers relers 1o any ot
SRL, GmbH or ATL, or a combination of any of them, as determined m the sole discretion of
ATl The Acquired Assets shall be allocated i accordance with Scction 2.04 of the Asset

Purchase Agreement,

2. Power of Attorney. The Seller hereby constitutes and appoints ATI and
the Purchasers, their respective successors and assigns, the true and lawful attorney and
attorneys of the Seller with full power of substitution, in the name of ATl or the
Purchasers or in the name and stead of the Seller but on behalf of, for the benefit and at
the expense of ATI or the Purchasers, their respective successors and assigns, to take any
and all reasonable action designed to vest more fully in ATI and the Purchasers the
Acquired Assets hereby sold and assigned to AT and the Purchasers or intended so ta be
and in order to provide for ATI and the Purchasers the benefit, use, enjoyment and
possession of such Acquired Assets. The Seller hereby covenants that, from time to time
after the delivery of this instrument, at ATI and the Purchasers’ request and without
further consideration, the Seller will do, execute, acknowledge, and deliver, or will cause
to be done, executed, acknowledged and delivered, all and every such further acts, deeds,
conveyances, transfers, assignments, powers of attorney and assurances as reasonably
may be required more effectively to convey, transfer to and vest in ATI and the
Purchasers, and to put ATI and the Purchasers in possession of, any of the Acquired
Assets,

The Seller acknowledges that the foregoing powers are coupled with an interest
and shall be irrevocable by it or upon its subscquent dissolution or in any manner or for any
reason, ATl and the Purchasers shall be entitled to retain for their own account any amounts

collected pursuant to the foregoing powers, including any amounts payable as interest with

respect thereto. The Seller shall from time to time pay to ATI and the Purchasers, when
received, any amounts which shall be received directly or indirectly by the Seller (including
amounts received as interest) in respect of any Acquired Assets sold, assigned or transferred to
ATI and the Purchasers pursuant hereto.

3. Obligations and Liabilities Not Assumed. Nothing expressed or implied
in this Bill of Sale and Assignment shall be deemed to be an assumption by ATI or the
Purchasers of any Excluded Liabilities of the Seller. Neither ATI nor the Purchasers by
this Bill of Sale and Assignment assume or agree to pay, perform or discharge any
Excluded Liabilities of the Seller of any nature, kind or description whatsoever. The
terms and provisions of the assumption of the Assumed Liabilities by ATI and the
Purchasers are set forth in the Assumption Agreement dated as of the date hereof among
ATI and the Purchasers and the Seller.

4, No Third Party Beneficiaries. This Bill of Sale and Assignment shall be
binding upon and inure solely to the benefit of the parties hereto and their permitted
assigns and nothing herein, express or implied, is intended to or shall confer upon any
other Person any legal or cquitable right, benefit or remedy of any nature whatsoever,
under or by reason of this Bill of Sale and Assignment.

5. Assignment. This Bill of Sale and Assignment may not be assigned by
operation of law or otherwise without the express written consent of the Seller and the

TRDOCS0$/53201.1 3



Purchasers (which consent may be granted or withheld in the sole discretion ol the
or the Purchasers), except by AT1 or the Purchasers (o one ol their A (Tihates.

0. Governing Law. This Bill of Sale and Assignment shall be governed by,
and construed in accordance with, the laws of the State of Delaware.

TRDOCS01/53201.1



[N WITNESS WHEREOFE, the Seller has caused this Bill of Sale and Assignment
{ as of the date {irst written above by its officer thereunto duly authorized.

SONICBLUE INCORPORATED

By: 4/14/ o ). /’6/ )ZM»Z_ZJ

Name: William £ S Fov lat
Title: \J [ ¥ (D

o be executed

Ry: ARV
Name: DAN(D GEHO)

Title: ALSv, Secrewawy,




S NS %,
STATE (\wf”}” / 2 “{”53 @plt I

)
) §S.0
COUNTY OF _SAn/ WQ.«/Mﬁ- )

| o On the 29 day of _pa K I, 2001, before me personally came
» o wallan &R /s to me known, who, being by me duly swom, did depose and say he
resides atgely pacsciop G llege Klun;and thatheis the CFo ___of SONICblue

Incorporated, the corporation described in and which executed the above mstrument; that he

knows the seal of said corporation; that the seal affixed to said instrument is such corporate seal;
. that it was so affixed by order of the Board of Directors and said corporation; that he signed his

name thereto by like order; and that he acknowledged said instrument to be the free act and deed

-of said corporation.

Notary Public = . |

Ly Comm Expras Aup 14 D45 -
. -mmnwummmmumnnmlmuuummmummm :

- [NotanalSeal} : —
)
D.::
| ‘
)
) TR;D(‘)C’SOIv/VSJZ‘Q.I.li
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ACKNOWLEDGMENT OF ASSIGNMENT AND TRANSFER OF RIGHTS IN
PATENTS AND PATENT APPLICATIONS

WHEREAS, SONICblue, Incorporated (SONICblue Inc.), a corporation organized and
existing under the laws of the State of Delaware, having changed its name from S3 Incorporated
(S3 Inc.) to SONICblue Incorporated (“Assignor”), and having an office and place of business at
2841 Mission College Boulevard, Santa Clara CA 95054, is the owner of certain patents and
patent applications, including the patents and applications listed in Schedule 1 annexed hereto
and made a part hereof; and

WHEREAS, ATI Technologies Inc. is an Ontario Corporation that changed its to ATI
Technologies ULC in 2006, and ATI International SRL is a Barbados society with restricted
liability (together “Assignee”);

WHEREAS, on March 30, 2001 Assignor agreed to sell, assign, transfer, convey and
deliver to Assignee all of the assets, properties, goodwill and business of every kind and
description and wherever located, owned by the Assignor or its Subsidiaries or used or held for
use by the Assignor or its Subsidiaries in the FireGL Business other than the Excluded Assets
including, except for the Excluded Assets all right, title and interest in, to and under all other
assets, rights and claims of every kind and nature used or intended to be used or held for use in
the operation of the FireGL Business (the assets to be purchased by Assignee and the Purchasers
being referred to as the “Acquired Assets™) pursuant to an Asset Purchase Agreement;

WHEREAS, on March 30, 2001 Assignor sold, assigned, transferred, conveyed and
delivered to Assignee all of the assets, properties, goodwill and business of every kind and
description and wherever located, owned by the Assignor or its Subsidiaries or used or held for
use by the Assignor or its Subsidiaries in the FireGL Business other than the Excluded Assets
including, except for the Excluded Assets all right, title and interest in, to and under all other
assets, rights and claims of every kind and nature used or intended to be used or held for use in
the operation of the FireGL Business pursuant to a Bill of Sale and Assignment (Schedule 2);

WHEREAS, the Assignor and Assignee desire to memorialize that the property and
assets assigned to Assignee pursuant to the Bill of Sale and Assignment included Assignor’s
entire right, title, and interest in and to certain patents and patent applications owned by the
Assignor or its Subsidiaries or used or intended to be used or held for use by the Assignor or its
Subsidiaries in the FireGL Business; meludmfg the patents and patent applications listed in

Schedule 1 annexed hereto; el proatrties e
. xi A

NOW, THREFORE, TO ALL WHOM IT MAY CONCERN:

Be it known that for good and valuable consideration, the receipt and sufficiency of
which is hereby acknowledged, the Assignor and Assignee agree that when Assignor sold,
assigned, transferred, conveyed and delivered to Assignee all of the assets, properties, goodwill
and business of every kind and description and wherever located, owned by the Assignor or its



Subsidiaries or used or held for use:by ithe Assignor or its Subsidiaries in the FireGL
Business other than the Excluded Assets;ingluding;:except for the Excluded Assets all right, title
and interest in, to and under all other assets; rights and claims of every kind and nature used or
intended to be used or held for use in the operation of the FireGL Business, pursuant to the Bill
of Sale and Assignment on March 30, 2001, Assignor intended to sell, assign, transfer, convey
and deliver, and did sell, assign, transfer, convey and set over to Assignee, Assignor’s entire
right, title and interest in and to all patents and patent applications owned by the Assignor or its
Subsidiaries or used or intended to be used or held for use by the Assignor or its Subsidiaries in
the FireGL Business, including but not limited to the patents and patent applications listed in
Schedule 1, and any and all reissues, continuations, continuations-in-part, divisions, extensions,
reexaminations and renewals of and substitutes for said applications and all rights therein
provided by multinational treaties or conventions and all improvements to the inventions
disclosed in each such registration, patent or application, and in, to and under any and all Letters
Patent which may be granted on or as a result thereof in the United States and any and all other
countries, and any reissue or reissues or extension or extensions of said Letters Patent; and does
hereby assign to and authorize said Assignee, to file applications for Letters Patent, in all
countries, the same to be held and enjoyed by said Assignee, its successors, assigns, nominees or
legal representatives, to the full end of the term or terms for which said Letters Patent
respectively may be granted reissued or extended, as fully and entirely as the same would have
been held and enjoyed by Assignor had this assignment, sale and transfer not been made.

AND Assignor covenants to excGute:a
necessary for carrying out the purposg oftkhiki

SR SRR 2

SUCCESSOrs. R &

[t “additional instruments and to do all things
uthent, at the expense of said Assignee and its

AND Assignor hereby authorizes and requests the Commissioner of Patents and
Trademarks of the United States and any official of any country or countries foreign to the
United States whose duty it is to issue patents on applications as aforesaid, to issue to said
Assignee, as assignee of the entire right, title and interest, any and all Letters Patent for said
patents, patent applications, and disclosures referred to herein or listed in Schedule 1, including
any all Letters Patent of the United States which may be issued and granted on or as a result of
the applications aforesaid including all rights therein provided by multinational treaties or
conventions and all improvements to the inventions disclosed in each such registration, patent or
application, in accordance with the terms of this assignment. This assignment memorializes the
prior assignment of March 30" 2001 and is effective on the 30th day of March, 2001,

AGREED to on Behalf of SONICblue, Inc.
By: - //4CY\J-0 *

Print Name: kavw (G NETN

P
E

Acknowledgment of Assignment and Transfer

of Rights in Patents and Patent Applications
Between SonicBlue, Inc. and ATI Technologies ULC
and ATI International SRL



Title: D\\’e(*af’?c\-k.xA‘\ L_,:n‘)nx ; ﬁ-\-f Teikna'ﬁ‘:)n’ﬁ (Y
Date: g;,{yk (;)’, 2ol

* Executed on behalf of SONICblue, Inc. pursuant to power of attorney granted in paragraph 2 of
the Bill of Sale and Assignment attached and incorporated as Schedule 2 hereto.

Pr: s" ﬂ@-of e Hl’(‘ W‘
County of g{

On September (o . (o , 2011, before mé L v wu [name of notary public]
personally appeared kevm 0 (\m\ = [name of signatory on behalf of SonicBlue, Inc.]
personally known to me or proved to me on the basis of satisfactory evidence to be the person
whose name is subscribed to the within instrument and acknowledged to me that he/she executed
the same in his authorized capacity, and that by his signature on the instrument the person, or the
entity upon behalf of which the person acted, executed the instrument.

./(,/I/L..(/g(,
AGREED to on Behalf of ATI Technologies ULC

By: / N 1%

Print Name: KEVMA Q;Nak,

Title:

Date: qe("‘" o . 2¢qd

PRUS_ Cntrrrio
County of 5101

On September (o, 2011, before me : LI ylo(ﬁi lam [name of notary public]
personally appeared Kev: n ) Ne . {__ [name of signatory on behalf of ATI
Technologies ULC] personally known to me or proved to me on the basis of satisfactory
evidence to be the person whose name is subscribed to the within instrument and acknowledged
to me that he/she executed the same in his authorized capacity, and that by his signature on the
instrument the person, or the entity upon behalf of which the person acted, executed the

instrument. -
/{gu&éﬁ.ﬂ/éﬁ\_

Acknowledgment of Assignment and Transfer

of Rights in Patents and Patent Applications

Between SonicBlue, Inc. and ATI Technologies ULC
and ATI International SRL




AGREED to on Behalf of ATI Internatlonal SRL _

By: W%M
printName: Ao bocd Feldifen

Title: VP Game GomselC
Date: 7/ 201

County of

On September _Z_— 2011, before me C“\(‘\é n’\Q( O\QFDdQ [name of notary public]
personally appeared e [name of signatory on behalf of ATI
International SRL] personally known to me or proved to me on the basis of satisfactory evidence
to be the person whose name is subscribed to the within instrument and acknowledged to me that
he/she executed the same in his authorized capacity, and that by his signature on the instrument
the person, or the entity upon behalf of which the person acted, executed the instrument.

Acknowledgment of Assignment and Transfer

of Rights in Patents and Patent Applications

Between SonicBlue, Inc. and ATI Technologies ULC
and ATI International SRL



Schedule 1

Application Serial No.

4+ U.S. Patent No.

U.S. Ser. No. 09/351,930

U.S. 6,658,146

U.S. Ser. No. 09/442,114

U.S. 6,683,978

U.S. Ser. No. 10/052,613

| US. 6,775,417

U.S. Ser. No. 10/893,084

U.S. 7,043,087

Acknowledgment of Assignment and Transfer

of Rights in Patents and Patent Applications
Between SonicBlue, Inc. and ATI Technologies ULC
and ATI International SRL




Schedule 2

BILL OF SALE AND ASSTGNMENTY

BILL OF SALE AND ASSIGNMENT, dated as of March30 2001 (this “Bill of
Sale and Assignment”), from SONICblue Incorporated, a Delaware corporation (the "Seller”) to
ATI International SRL, a Barbados socicty with restricted hability (“SRI"), Concepta
Gesellschaft fiir Immobilieninvestitionen mbH, a German limited liability company (“GmbH”),
and ATI Technologies (Europe) Limited, an Irish corporation (*ATL”, and together with SRL,

the “Purchasers”).

WITNESSETH:

and the Purchasers havc cntercd into an Asset Purchasc Ag,n,cment, dated as oqurch L 2001
(the “Asset Purchase Agreement”; unless otherwise defined herein, capitalized terms shall be
used herein as defined in the Assct Purchase Agreement); and

WHEREAS, the execution and delivery of this Bill of Sale and Assignment by the
Seller is a condition to the obligations of ATI and the Purchasers to consummate the transactions
contemplated by the Asset Purchase Agreement.

NOW, THEREFORE, for good and valuable consideration to the Seller receipt of
which is hereby acknowledged, and pursuant to'the Asset Purchase Agreement, the Seller,
0: 1ntmd1ng to be legdlly bound hcrcby, docs hcrcby agrcc as follows:

I Sale-and-Assignment of Aqqetq And Pronemes (a) On the terms and

subject to the conditions of the Asset Purchase Agreement, the Seller hereby, on the Closing
Date, sells, assigns, transfers, conveys and delivers to ATI and the Purchasers or has caused to be
sold, assigned, transferred, conveyed and delivered to ATI and the Purchasers, and ATI and the
Purchasers have purchased from the Seller, on the Closing Date, all of the right, title and interest
as of the Closing Date of the Seller in and to the Acquired Assets, other than the Excluded
Assets, including, without limitation, the following:

@) all nghts pursuant to all customer contracts or purchase orders (whether
copies of written or oral) of the FireGL Business, except the Accounts Receivable,
together with copies of all supporting files and documentation, in each case as listed in
Section 2.01(a)(i) of the Disclosure Schedule of the Asset Purchase Agreement, (the
“Customer Contracts”);

(i) all the Seller’s right, title and interest in, to and under Intellectual Property
as set out in Section 3.19(a) of the Disclosure Schedule of the Asset Purchase Agreement;

(iii)  all rightsto all rcvenueé dlxxie to the Scller or any Subsidiary in connection
with all Unshipped Orders ettty

R ST SR

(iv)  all computers and related equipment and fumniture that are used in the
‘ FireGL Business whether located on the Leased Real Property or any other warchouse
dedicated to the FireGL Business as listed in Section 2.01(a)(iv) of the Disclosure
Schedule of the Asset Purchase Agreement, (the “Fixed Assets™);
Acknowledgment of Assignment and Transfer of
Rights in Patents and Patent Applications Between

SonicBlue, Inc., and AT1 Technologies ULC and
ATI International SRL
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... Schedule 2

(vl all siles and promotionad Teeratare, custonger bt erher sales wled

pals refated Lo the FreGL Busimess owned, used, associated with or eniploved by
the Seller at the Closing Date;

(vi)  all Inventory;
(vit)  the goodwill of the Seller relating to the FireGl. Business;

(viii) assumption of all third party Licenses, permits or consents issued, granted
or given by or under the authority of any Governmental Body or pursuant to any Legal
Requirement that are held by the Seller and are used in connection with the FireGL
Business and for which Required Consents have either been obtained by the Seller or
such condition to closing has been waived by ATI and the Purchasers (collectively

(ix)  copies of all portions of books of account, general, financial, tax and
personnel records, invoices, supplier lists, correspondence and other documents, records
and files and all Software and programs and any rights thereto owned, associated with or
employed by the Seller or its Subsidiatiés of-used in, or relating to, the FireGL Business
at the Closing Date; - S

(x) all prepaid expenses and deposits as listed in Section 2.01(a)(x) of the
Disclosure Schedule of the Asset Purchase Agreement; and

(xi)  except for the Excluded Assets, all the Seller’s right, title and interest on
the Closing Date in, to-and under all other assets, rights and claims of every kind and

tended-to-be-used-or-held-foruse.in.the.operation of the FireGL

34 maeed-ar-inten
TTATUTO RO OOt untrota—+w

Business.

(b)  The Acquired Assets shall exclude the following assets owned by the
Seller (the “Excluded Assets”):

(i) all cash, deposits in bank accounts, cash equivalents, and marketable
securities;

(1) all Accounts Receivable;

(i) all Customer Contracts that are not effectively assigned to ATI or the
Purchasers because a Required.Consentshas not been obtained and such condition to
closing has been waived by ATT dﬁ!d-itp wiPirchasers;

(iv)  all Obsolete Inventbry;

v) the Material Contracts listed in Section 2.01(b)(v) of the Disclosure
Schedule; and

0 (vi)  all rights of the Seller under the Asset Purchase Agreement and the
Ancillary Agreements.

TRDOCS01/53201.1 2
Acknowledgment of Assignment and Transfer of
Rights in Patents and Patent Applications Between
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Schedule 2

() For the purpuses of dus ’\*’n"i L Wie s Purchinsers rolors tooss o
SRL. GmbH or ATL. or a combimation of any of them, as determined 10 the sole diserction ol
ATL The Acquired Assets shall he allocated i accordance with Section 2.04 of the Asset
Purchase Agreemoent.

2. Power of Attorney. The Setler hereby constitutes and appoints ATHand
the Purchasers, their respective successors and assigns, the true and lawful attorney and
attorneys of the Seller with full power of substitution, in the name of ATl or the
Purchasers or in the name and stead of the Seller but on behalf of, for the benefit and at
the expense of ATI or the Purchasers, their respective successors and assigns, to lake any
and all reasonable action designed to vest more fully in ATI and the Purchasers the
Acquired Assets hereby sold and assigned to ATI and the Purchasers or intended so to be
and in order to provide for ATI and the Purchasers the benefit, use, enjoyment and
possession of such Acquired Assets, The Seller hereby covenants that, from time to time
after the dehivery of this instrument, at ATI and the Purchasers’ request and without
further consideration, the Seller will:dd; execute, acknowledge, and deliver, or will cause
to be done, executed, acknowledggd:antt delivered, all and every such further acts, decds,
conveyances, transfers, assignments, powers of attorney and assurances as reasonably
may be required more effectively to convey, transfer to and vest in ATl and the
Purchasers, and to put ATI and the Purchasers in possession of, any of the Acquired

Assets.

The Scller acknowledges that the foregoing powers are coupled with an interest
and shall be irrevocable by it or upon its subsequent dissolution or in any manner or for any
reason.. ATI and the Purchasers shall be entitled to retain for their own account any amounts
collected pursuant to the foregomg powers, including any amounts payable as interest with

respect thereto. The Seller shall from time to lime pay to ATl and The Piirchasers, When
received, any amounts which shall be received directly or indirectly by the Seller (including
amounts received as interest) in respect of any Acquired Assets sold, assigned or transferred to
ATI and the Purchasers pursuant hereto.

3. Obligations and Liabilities Not Assumed. Nothing expressed or implied
in this Bill of Sale and Assignment shall be deemed to be an assumption by ATl or the
Purchasers of any Excluded Liabilities of the Seller. Neither ATI nor the Purchasers by
this Bill of Sale and Assignment assume or agree to pay, perform or discharge any
Excluded Liabilities of the Seller, y nature, kind or description whatsoever. The
terms and provisions of the assump f the Assumed Liabilities by ATI and the
Purchasers are set forth in the Assumptxon "Agreement dated as of the date hereof among
ATI and the Purchasers and the Seller.

4, No Third Party Beneficiaries. This Bill of Sale and Assignment shall be
binding upon and inure solely to the benefit of the parties hereto and their permitted
assigns and nothing herein, express or implied, is intended to or shall confer upon any
other Person any legal or equitable right, benefit or remedy of any nature whatsoever,
under or by reason of this Bill of Sale and Assignment.

o 5. Assignment. This Bill of Sale and Assignment may not be assigned by
opcration of law or otherwise without the express written consent of the Seller and the

TRDOCS01/53201.1
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Purchassrs (swinch consert

or the Purchiasers), except byiA

0. sing Law. This Bill of Sale and Assignment shall be governed by,

and construed in accordance with, the laws of the State of Delaware.

o Acknowledgment of Assignment and Transfer of
Rights in Patents and Patent Applications Between

SonicBlue, Inc., and ATI Technologies ULC and
ATI International SRL
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[N WITNESS WHEREOF, the Seller has caused this Bill of Sale and Asgignment
(o be executed as of the date first written above by its officer thereunto duly authorized.

SONICBLUE INCORPORATED

By 4/%“& éu) //6/ )/cw

Name: Williawm [
Title: Up 5J C'F:D

’l/

Attesly

By:M

Name: 'DA‘%(D GQEHO)
Title: ALSt. SecreRey,

Acknowledgment of Assignment and Transfer of

Rights in Patents and Patent Applications Between

SonicBlue, Inc., and ATI Technologies ULC and . .

ATI International SRL ATI Bill of Sale
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) sraTE (A / Al & )
) §5..
COUNTY OF SpntA Q/ﬂ,m- )
) On the 29 day of _ g, 2001, before me personally came
Ve /(\[”,\ 2 c/:i’ﬁ/mﬁo me known, who, being by me duly sworn, did depose and say he
resides atzel) pesscioy G (lege Klup ; and that he is the __ FO of SONICblue
Incorpora!ed, the corporation described in and which executed the above instrument; that he
kmows the seal of said corporation; that the seal affixed to said instrument is such corporate seal;
_that it was so affixed by order of the Board of Directors and said corporation, that he signed his
4 name thereto by like order; and that he acknowledged said instrument to be the free act and deed
of said corporation.
) G ) , oo M .
. K X— Corvnision § 109918 , '/ s 1.
B N S
P My Cornrm. Expaes Aug 14, X104 -
mmwmml!mmnuunummmmlmnnm(ﬂmn
1 KG [Notarlal Seal}
)
)
)
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Inventors: KONSTANTINE I, IOURCHA, KRISHNA S. NAYAK, ZHOU HONG
Title: FIXED-RATE BLOCK-BASED IMAGE COMPRESSION WITH INFERRED PIXEL VALUES
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PATENT

ASSIGNMENT ‘
- For gvod md vuluabh vonsideration, the receipt of which is heteby acknowlcdged. the persons named

‘ belnw (tofemd 10 as "INVENTOR® whéther singular of plural) have: sold, assigned, and transferred and docs

hereby i, assign, and transfir to S3 [ncorporeted, & Delaware corporation, having & plsce of business at 2801
Mi!lion Col!eao Bmlﬂlrd, Smu Clara, CA 95052-8058 ("ASSIGNER"), for itself and its successors, mferecs. :

o R 'ms entirs. worldwidy rfalxt. WO. and Tnterest in all inventions and improvements
* ("SURJECT MATTER") that are disclosed in the spplication foc United States Lettocy Patent entitled:
' “Systam wud Method for Fixed-Rate Bloek-md Image Compruwn ‘Wit Inferred Pixel Vﬂlm"
; v(mm.xcmow). which:
- - is to be filed hevewith E
B mﬂdmwmwngu&mmnmbaw

‘vi?v'ﬁj'-_-"udforwhtcuuneemmwuexemdbymvmmnmmems)mw.um

o 2.. " 'The entire worldwide right, title; and Interest in and to: :

* (a) the APPLICATICIy,. including sny right of priority; (b) sny divisional, oouﬁnmﬁon. substitute, .

* - renewal, reissus, and other related applications which have been or may be filed In the United States or

- a’la)cwhm i the world; and (c) any pmm which may be granted on the applications set forth in (a) and
above. )

' INVENTOR s agross that ASSIGNEE may spply for and Tocsive ‘patents. for SUBJECT MATTER in

o ASS!GNEB':mname.

anuymwdommlhwhg,whqummd andwithomﬂnmercomidwm in order to
carry out the intemit of this Assignment: (1) execute all oaths, assignments, pawers of attorney, spplications, and

- other papecs necatsary or desirable to fully secure to ASSIGNEE the tights, titles snd interests hervin conveyed; (2)

communicate to' ASSIGNEE all known facts relating to the SUBJECT MATTER; and (3) generaily do all lawtul

. ncts that ASSIGNER shall consider desirable for securing, mmintaining, and enforcing workiwide pstent protection
- relating to the ! SUBJECT MAT’('ER and for vesting in ASSIGNEEmorIghu. titles, and interests herein conveyed. .
* INVENTOR further agroes 4 10 provide sny successor, assign, or fogal mpmeumﬁve of ASSIGNEB with the benefits-

and sssistance pmvidbd m ASSIGNEE bereunder, . -

. mvmmxmmumumvammmmmmm mnd mmmmmumfom horein,
and cwmumx “with ASSIGNEE that thé INVENTOR has made of will make heveafter no amgnmant. gmtt, 1
2 mong,lgo. llcme. ot gther agreemont nfreeﬁng the: rlghu, titles, and intorests Itmincoavcyod '

’ m: Anigmnem miay be ekecuted in one or mm-a wmpuu,mh of which shall be deemed an original

" end 'all of which m;y be ukea tos«im- a1 ono and the same Assigoment.
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R r,vSymmMa\l\odwaixed-mBluck-BmdlmaaeCmpMsmanh
© 7. Infemed Pixel Values
- Filed: (if upplicable) - - October 2, 1997

—

o Saide;g(Ifipplieible):v 08/942,860

S appemdxmmmmﬂyknowntomeormwdmmanmbuh ofsaﬁsactmyevidencew .
-+ " 7 be the person whose name {s s =~ribed to the within instrument and acknowledged to me that he exccuted the’
= o same inhis suthorized capueity. nd that by his signature on the instrument the pmon, or tha cnmy upon behalf’

EER ofwhid: m pmn acted. meuud the instmment.

JNCQUELINE E, ELLISON

- Commbsion # 1000708

N PUNKG — California

- - Ggrda Clora County:
My Corten, Bxphos Feb 23,2000 8 -

: O.Mz)a mz mmﬁmﬂm.&ﬁl&ﬂl_mmw
el [DA [NOTARY PUBLIC}. .
i WWMMOWtomoorpmvedtomondwbuhofminfmrywidencawbe
i memwhmmainmhuibedmdnwimhmatmmmtmdmowhdgedmmomuhe executed the
mahhhmdmﬂndoapacﬁy,mdﬂmbyhisdmmﬂwmmmﬂﬂnpm or the entity ‘upon behalf

- ofwhiuh uupmon scted, executed the hstnuneut.

.»OMM__JG&N me,\)&ﬂgﬁg_ wé@(/ 159 ’\& personally

: [DATE] {NOTARY PUBLIC}
appcamd&m_ﬂmpunmﬂylmowhme or proved to me on the basls of satisfaciory svidence to be rhe
person whose name is sabsaribed to the within instrument and scknowledged to me that he exccuted the same in

: hlalmhnwupmty.md!lmbybuﬁsmtmmmcmmmmpason.ormcmﬁtynponbchdfof
- whichﬂapmnmted.axmmmommmt.
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NEW ASSIGNMENT

'NATURE OF CONVEYANCE: || CHANGE OF NAME

| CONVEYING PARTY DATA

Execution Date: !

} S3.mcbrporatedz 5

" Name'

- 111/09/2000

RECE!V!NG PARTY DATA

: HName' o

o Somcblue lncorparated

|Street Address: -
oty

’||2841 Mission College Bou!evard

" llsanta Clara:
-

|l staterCountry:

CALIFORNIA" -

Hp‘bstal Code:_

sose

: PROPERTY NUMBERS Toial 11

Pmperlvape B R " Number

‘Apphcatiun Number B

09443171

|| Application Number:

logrogrrs - -

| | Application Number; =

1109430370

|| Application Number: -

- |l09a30999

|} {|Apptication Number: -+

. Jogaa2114 -

Poptoaton Nambor.

10857173

10893084

Il Application Number;

- | 10893091

Application Number:

00481371

Application Number; -

09351930

© - |[10052613

Appllcatlon Number

Y44

$440.04)

| CORRESPONDENCE DATA

- Fax Numbef' _

(770)’951-0933

Conasponobnce mw be sent via US Mail when the fax attempt is unsuccessiul.

Phone

501 595975

7709339500 -
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SR gina silverio@tkhr.com
_Comespondent Name: - Daniel R. McClure ,
“Address Line 1: .- 400 Interstate North Pkwy SE
Address Line2: - Suite1500 - -
AddressLine4: ~ Adania, GEORGIA 30339

ATTORNEY DOCKETNUMBER: = || 252208-9010

e

NAMEOFSUBMITTER: ~ || Daniel R. McClure

Total Attachments: 1.
|| source=01399142#paget.tif - -
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e[aware -

'ine SFr.st State

I, HﬂRRIET<SMITH WINDSOR, SECRETARY OF STATE OF THE STATE OF
, {_DELAHARE, Do BEREBY CERTIFY THAT THE SAID "S3 INCORPORATED",
| fFILED.A azarxrwaamz OF'DWNERSHIP, CHANGING ITS NaME r0 -
o _' "somcaz.vz mcazzpommu" (THE NINTH DAY OF NOVEMBER, A.D. 2000,
-ar 4:30 o'czocx'pJM
AND I po HEREBY Euamaan cmarzry THAT THE EFFECTIVE nATE oF
THE AEURESAID cnarxﬁmczrm or OWNERSHIP IS THE FIFTEENTH DAY OF
‘ NOVEMBER, Al p. 2000, AT a o'czocx AM

Lt Lota

Hatrlet Smith Windsor, Secretary of State

AUTHENTICATION: 5099091
DATE: 10-07-06

2183836 8320
060844389
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ASSIGNMENT OF PATENTS AND PATENT APPLICATIONS AND
. : DISC'LOSURES B :

WHEREAS SONICbme Incorporatcd (SONICblue Inc) a carporatxon

_ orgamzed and exxshng under the laws of the State of Delawarc, havmg changed its name .
. from S3 Incorporated (83 Inc.) to SONICblue Incorporated (“Assignor”), and having an

 office and place of busmess at 2841 Mission College Boulevard Santa Clara, CA 95054,
~Is the owner. of the mventmns, patents, patent app]xcanons and dxsclosures listed in
;_ Schedule 1 annexcd hereto and made 2 parthereof, and

WHEREAS, S3 Graphms Co,y Ltd a corporanon orgamzed and ex1stmg under

- the laws of the Cayman Islands, having a reglstered office at Charles Adams, Ritchie &
o Duckwm'th, Zephyr House Mary Street, P.O. Box 709, Grand Cayman, Bnnsh West
" Indies (“Asmgnee”) 13 desxrous of acqumng the entire right, ntIe, and interest in and to

the mventlons, patents, patent apphcanons and. d:sclosures hsted in Schedule 1 annexed "

- hereto, in the Umtcd States of Amcnca, and i in its colonies, territories, and dependencics,
- and also in all counmcs fore1g11 to the Umted States of Amenca

NOWa THEREFORE TO ALL WHOM IT MAY CONCERN:

‘ Be it known that for good and valuable conmderanon, the recelpt and sufficiency
uf wlnch is hereby ackncwledged, the aforesaid Assignor, has sold, assxgned transfen ed

o and set over, and by thesc presents does hcreby sell, assxgn, transfer and set over to said

, Assxgnee, the entlre nght title and ihterest in and to said inventions, patents patent"

’ apphcahons and dlsclosures hsted n Schedule 1, and any and all contmuatnons divisions

and renewals of and substitutes for said applications, and in, to and under any and all -

- Letters Patent which may be granted on or as a result thereof in the United States and any
and all other countries, and any reissue or reissues or extension or extensions of said

Letters Patent, and docs hereby assign to and authonze said Assignee, to file applications

~ for Letters Patcnt in all countries, the same to be held and enjoyed by said Ass1gnee, its

‘ successors, assigns, nominees or legal representatives, to the full end of the term or terms

- for which said Letters Patent resp'cctivély may be granted, reissued or extended, as fully

700459035v3
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B _and entu'cly as the same would have been held and enjoyed by Assxgnor had this-
asmgnment saIc and transfet not been :made

AND Ass1gnor covenants to mcccutu all addltxonal mstmments and to do all things

g neccssary for canymg out the purpose of this instrument, at the expense of said Asmgneé

: and 11:3 succcssors

R AND Ass:gnor hcrcby authonzcs and rcqucsts the Commissioner of Patents and ‘
: .Tradcmarks of the Umted States and any official of any country or counme.s foreign tua'
' thc Umted Statea whose duty 1t u ta issue patents on applications as aforesaid, to issue to

R smd Asaxgnec, as assagnee of the entn‘e nght, title and interest, any and all Lcttcl‘s Paicntv
o for smd mventlons, patcnts patcnt apphcatlons and dlsclosurcs listed in Schedule 1,

_ | ‘mcludmg any and all Lettars Patent of the United States whwh may be issued and granted
' ‘on or as a rmmit of the apphcatlons aforwmd m accordance with the tcrms of this

: asmgnmcnt
. ‘_'rms asslgmnant i eﬁfecnvc Noveriber 14 _ , 2006,

: 'SONICque' Incomorated

2008

By Sl A
Name:_____ /Warey Sl
= S3 Graphics Ca., Ltd
Slguedat Fremonx CA | . -~
ThJs 2&’\«:%01’ Mm‘o‘f\ . 20067 JC
By

70045503573
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(57) ABSTRACT

An image processing system includes an image encoder
system and a image decoder system that are coupled
together. The image encoder system includes a block decom-
poser and a block encoder that are coupled together. The
block encoder includes a -color quantizer and a bitmap
construction module. The block decomposer breaks an origi-
pal image into blocks. Each block is then processed by the
block encoder. Specifically, the color guantizer selects some
number of base points, or codewords, that serve as reference
pixel values, such as colors, from which quantized pixel
values are derived. The bitmap construction module then
maps each pixel colors to one of the derived quantized
colors. The codewords and bitmap are output as encoded
image blocks. The decoder system includes a block decoder.
The block decoder includes a block type detector, one or
more decoder units, and an output sclector. Using the
codewords of the encoded data blocks, the comparator and
the decoder units determine the quantized colors for the
encoded image block and map each pixel to one of the
quantized colors. The output selector outputs the appropriate
color, which is ordered in an image composer with the other
decoded blocks to output an image representative of the
original image. A method for encoding an original image and
for decoding the encoded image to generate a representalion
of the original image is also disclosed.

22 Claims, 16 Drawing Sheets
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FIXED-RATE BLOCK-BASED IMAGE
COMPRESSION WITH INFERRED PIXEL
VALUES

This is a CON of Ser. No. 08/942,850, filed Oct. 2, 1997,
now U.S. Pat. No. 5,956,431.

BACKGROUND OF THE INVENTION

1. Field of the Jnvention

The present invention relates to image processing
systems, and more specifically, to three-dimensional render-
ing systems using fixed-rate image compression for textures.

2. Description of the Relaled Art

The art of generating images, such as realistic or animated
graphics on a computer is known. To generate such images
requires tremendous memory bandwidth and processing
power on a graphics subsystem. To reduce the bandwidth
and processing power requirements, various compression
methods and systems were developed. These methods and
systems included Entropy or lossless encoders, discrete
cosine transform or JPEG type compressors, block trunca-
tion coding, color cell compression, and others. Each of
these methods and systems, however, have numerous draw-
backs.

Entropy or lossless encoders include Lempel-Ziv encod-
ers and are used for many different purposes. Entropy coding
relies on predictability. For data compression using Entropy
encoders, a few bits are used to encode the most commonly
occurring symbels. In stationary systems where the prob-
abilities are fixed, Entropy coding provides a lower bound
for the compression than can be achieved with a given
alphabel of symbols. A problem with Entropy coding is that
it does not allow random access o any given symbol. The
part of the compressed data preceding a symbol of interest
must be first fetched and decompressed to decode the
symbol which takes considerable processing time and
resources as well as decreasing memory throughput.
Another problem with existing Entropy methods and sys-
tems is that they do not provide any guaranteed compression
factor which makes this type of encoding scheme imprac-
tical where the memory size is fixed.

Discrete Cosine Transform (“DCT”) or JPEG-type
compressors, allow users o select a level of image quality.
With DCT, uncorrelated coeflicients are produced so that
each coeflicient can be treated independently without loss of
compression efficiency. The DCT coefficients can be quan-
tized using visually-weighted quantization values which
selectively discard the least important information.

DCT, however, suffers from a number of shortcomings.
One problem with DCT and JPEG-type compressors is that
they require usually bigger blocks of pixels, typically 8x8 or
16x16 pixels, as a minimally accessible unit ia order to
obtain a reasonable compression factor and quality. Access
to a very small area, or even a sipgle pixel involves fetching
a large quantity of compressed data, thus requiring increased
processor power and memory bandwidth. A second problem
with DCT and JPEG-type compressors is that the compres-
sion factor is variable, therefore requiring a complicated
memory management system that, in turn, requires grealer
processor resources. A third problem with DCT and JPEG-
type compression is that using a large compression factor
significantly degrades image quality. For example, the image
may be conpsiderably distorted with a form of a ringing
around the edges in the image as well as noticcable color
shifts in areas of the image. Neither artifact can be removed
with subsequent low-pass filtering.
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A fourth problem with DCT and JPEG-type compression
is that such a decompressor is complex and has a significant
associated hardware cost. Further, the high latency of the
decompressor resulls in a large additional hardware cost for
buffering throughout the system lo compensate for the
latency. Finally, a fifth problem with DCT and JPEG-type
compressors is that it is not clear whether a color keyed
image can be compressed with such a method and system.

Block truncation coding (“BTC”) and color cell compres-
sion (“CCC”) use a local one-bit quantizer on 4x4 pixel
blocks. The compressed data for such a block consists of
only two colors and 16-bits that indicate which one of the
two colors is assigned to each of the 16 pixels. Decoding a
BTC/CCC image consists of using a multiplexer with a
look-up table so that once a 16-texel-block (32-bits) is
retrieved from memory, the individual pixels are decoded by
looking up the two possible colors for that block and
selecting the color according to the associated bil from the
16 decision bits.

The BTC/CCC methods quantize each block to just two
color levels resulting in significant image degradation.

. Further, a two-bit variation of CCC stores the two colors as

eight-bit indices into a 256-entry color lookup table. Thus,
such pixel blocks cannot be decoded without fetching addi-
tional information that can consume additional memory
bandwidth.

The BTC/CCC methods and systems can use a three-bit
per pixel scheme which store the two colors as 16-bit values
(not indices into a table) resulting in pixel blocks of six
bytes. Fetching such units, however, decreases system per-
formance because of additional overhead due to memory
misalignment. Another problem with BTC/CCC is that when
it is used to compress images that use color keying to
indicate transparent pixels, there will be 2 high degradation
of image quality.

Therefore, there is a need for a method and system that
maximizes the accuracy of compressed images while mini-
mizing storage, memory bandwidth requirements, and
decoding hardware complexities, while also compressing
image data blocks into convenient sizes to maintain align-
ment for random access 1o any one or more pixcls.

SUMMARY OF THE INVENTION

An image processing system includes an image encoder
system and an image decoder system that are coupled
together. The image encoder system includes a block decom-
poser and a block encoder that are coupled together. The
block encoder includes a color quantizer and a bitmap
construction module. The block decomposer breaks an origi-
nal image into image blocks, each having a plurality of pixel
values (e.g. colors) or equivalent color points. Each image
block is then processed by the block encoder. Specifically,
the color quantizer comnpules some number of base points, or
codewords, that serve as reference pixel values, such as
colors, from which computed or quantized pixel values are
derived. The bitmap construction module then maps at least
one pixel value in the image block to one of the computed
or quantized colors or one of the codewords. The codewords
and bitmap are output as encoded image blocks.

The decoder system includes a block decoder having one
or more decoder upits and an oulpui selector. The block
decoder may also include a block type detector for deter-
mining the block type of an image block. The block type
determines the number of computed colors to use for map-
ping each pixel color from an image block. Using the
codewords of the encoded data blocks, the comparator and
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the decoder units determine the computed colors for the

encoded image block and map each pixel to one of the.

computed colors. The output selector outputs the appropriate
color, which is ordered in an image composer with the other
decoded blocks 10 output an image representative of the
original image.

The present invention also includes a method of com-
pressing an original image block having a set of original
colors. The method includes: computing a set of codewords
from the set of original colors; computing a set of computed
colors using the set of codewords; and mapping each origi-
nal color to one of the computed colors or one of the
codewords to produce an Index for each original color.

The compressed or encoded image block, which has a first
sel of indices and a set of codewords, where a set is equal
to or greater than one, is decoded by: computing at least one
computed color using the set of codewords; and mapping an
index within the first set of indices to one of the computed
colors or one of the codewords.

Those of ordinary skill in the art will readily recognize
that the present invention may be practiced using any
general purpose computer system, such as the computer
system described below, or any “hardwired” device specifi-
cally designed to perform the method, such as but not
limited to devices implemented using ASIC or FPGA tech-
nology and the like.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a data processing system in
accordance with the present invention;

FIG. 2Ais a block diagram of an image processing system
in accordance with the present invention;

FIG. 2B is a graphical representation of an image block in
accordance with the present invention;

FIG. 3A is a block diagram of a first embodiment an
image encoder system in accordance with the present inven-
tion;

F1G. 3B is a block diagram of a second embodiment of an
image encoder system in accordance with the present inven-
tion;

FIG. 3C is a block diagram of an image block encoder in
accordance with the present invention;

FIG. 3D is a data sequence diagram of an original image
in accordance with the present invention;

F1G. 3E is a data sequence diagram of encoded image data
of the original image output from the image encoder system
in accordance with the present invention;

FIG. 3F is a data sequence diagram of an encoded image
block from the image block encoder in accordance with the
present Invention;

FIGS. 4A~4F arc flow diagrams illusirating an encoding
process in accordance with the present invention;

FIG. 5A is a block diagram of an image decoder system
in accordance with the present invention;

FIG. 5B is a block diagram of a first embodiment of a
block decoder in accordance with the present invention;

FIG. 5C is a block diagram of a second embodiment of a
block decoder in accordance with the present invention;

FIG. 5D is a Jogic diagram illusirating a first embodiment
of a decoder unit in accordance with the present invention;

FIGS. 6A-6B are flow diagrams illustrating a decoding
process in accordance wilh the present invention;

FIG. 7A is a block diagram of a subsystem for random
access 10 a pixel or an image block in accordance with the
present invention; and
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FIG. 7B is a flow diagram illustrating random access fo a
pixel or an image block in accordance with the present
invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

F1G. 1 is a block diagram of a data processing system 105
constructed in accordance with the present invention. The
data processing system 105 includes a processing unit 110,
a memory 115, a storage device 120, an input device 125, an
output device 130, and a graphics subsystem 135. In
addition, the data processing system 105 includes a data bus
145 that couples each of the other components 110, 115, 120,
125, 130, 135 of the data processing system 105.

The data bus 145 is a conventional data bus and while
shown as a single line it may be a combination of a processor
bus, a PCl bus, a graphical bus, and an ISA bus. The
processing unit 110 is a conventional processing unit such as
the Intel Pentium processor, Sun SPARC processor, or
Motorola PowerPC processor, for example. The processing
unit 110 processes data within the data processing system
105. The memory 115, the storage device 120, the input
device 125, and the output device 130 are also conventional
components as recognized by those skilled in the arl. The
memory 115 and storage device 120 store data within the
data processing system 105. The input device 125 inpuls
data into the system while the output device 130 receives
data from the data processing system 105.

FIG. 2Ais a block diagram of an image processing system
205 constructed in accordance with-the present invention. In
one embodiment, the image processing system 205 runs
within the data processing system 105, The image process-
ing system 205 includes an image encoder system 220 and
an image decoder system 230, The image processing system
205 may also include a unit for producing an image source
210 from which images are received, and an ontput 240 to
which processed images are forwarded for storage or further
processing. The image encoder system 220 is coupled to
receive an image from the image source 210. The image
decoder system 230 is coupled to output the image produced
by the image processing system 205. The image encoder
system 220 is coupled to the image decoder system 230
through a data line and may be coupled via a storage device
120 andfor a memory 115, for example.

‘Within the image encoder system 220, the image is broken
down into individual blocks and processed before being
forwarded to, e.g., the storage device 140, as compressed or
encoded image data. When the encoded image data is ready
for further data processing, the encoded image dala is
forwarded to the image decoder system 230. The image
decoder system 230 receives the encoded image data and
decodes it 1o generate an output that is a representation of the
original image that was received from the image source 210,

FIGS. 3A and 3B are block diagrams illustrating two
separate embodiments of the image encoder system 220 of
the present invention. The image encoder system 220
includes an image decomposer 315, a header converter 321,
one or more block encoders 318 (3184-318n, where n is the
nth encoder, n being any positive integer), and an encoded
image composer 319. The image decomposer 315 is coupled
to receive an original image 310 from a source, such as the
irage source 210. The image decomposer 315 is also
coupled to the one or more block encoders 318 and to the
header converter 321, The header converter 321 is also
coupled to the encoded image composer 319. Each block
encoder 318 is also coupled 10 the encoded image composer
319. The encoded image composer 319 is coupled to the
output 320.
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The image decomposer 315 receives the original image
310 and forwards information from a header of the original
image 310 to the header converter 321. The header converter
321 modifies the original header 1o generate a modified
beader, as further described below. The image decomposer
315 also breaks, or decomposes, the original image 310 into
R number of image blocks, where R is some integer value.
The number of image blocks an original image 310 is broken
into may depend on the number of image pixels. For
example, in a preferred embodiment an image 310 com-
prised of A image pixels by B image pixels will typically be
(A/4)*(B/4) blocks, where A and B are integer values. For
example, where an image is 256 pixels by 256 pixels, there
will be 64x64 blocks. In other words, the image is decom-
posed such that each image block is 4 pixels by 4 pixels (16
pixels). Those skilled in the art will recognize that the
number of pixels or the image block size may be varied, for
example mxn pixels, where m and n are positive integer
values.

Briefly turning to FIG. 2B, there is illustrated an example
of a single image block 260 in accordance with the present
invention. The image block 260 is comprised of pixels 270.
The image block 260 may be defined as an image region W
pixels 270 in width by H pixels 270 in height, where W and
H are integer values. In a preferred embodiment, the image
block 260 is comprised of W=4 pixels 270 by H=4 pixels
270 (4x4).

Tuming back to FIGS. 3A and 3B, each block encoder
318 receives an image block 260 from the image decom-
poser 315. Each block encoder 318 encodes or compresses
each image block 260 that it receives to generate an encoded
or compressed image block. Each encoded image block is
received by the encoded image composer 319 which orders
the encoded blocks in a data file. The data file from the
encoded image composer 319 is concatenated with a modi-
fied header from the header converter 321 1o generale an
encoded image data file that is forwarded 1o the output 320.
Further, it is noted that having more than one block encoder
318a-318n allows for encoding multiple image blocks
simultaneously, one image block per block encoder
3184-318n, within the image encoder system 220 to
increase image processing efficiency and performance.

The modified header and the encoded image blocks
together form the encoded image data that represents the
original image 310. The function of cach element of the
image encoder system 220, including the block encoder 318,
will be further described below with respect to FIGS.
4A—-4E.

The original image 310 may be in any one of a vanety of
formats including red-green-blue (“RGB”), YUV 420, YUV
422, or a proprietary color space. It may be useful in some
cases to convert to a different color space before encoding
the original image 310. It is noted that in one embodiment
of the present invention, each image block 260 is a 4x4 set
of pixels where each pixel 270 1s 24-bils in size. For each
pixel 270 there are 8-bits for a Red(R)-channel, 8-bilts for a
Green(G)-channel, and 8-bits for a Blue(B)-chanpel channel
in a red-green-blue (“RGB”) implementation color space.
Further, each encoded Image block is also a 4x4 set of
pixels, but, each pixel is only 2-bils in size and has an
aggregate size of 4-bits as will be further described below.

FIG. 3C is a block diagram illustrating a block encoder
318 of the present invention in greater defail. The block
encoder 318 includes a color quantizer 335 and a bitmap
construction module 340. The color quantizer 335 is coupled
to the bitmap construction module 340. Further, the color

6

quantizer 335 further emphasizes a block type module 345,
a selection module 355, and a codeword generation module
360. The block type module 345 is coupled to the selection

. module 355. The selection module 355 is coupled 1o the

20

codeword generation module 360,

Each image block 260 of the decomposed original image
310 is received and initially processed by the color quantizer
335 before being forwarded to the bitmap construction
module 340 for further processing. The bitmap construction
module 340 outputs encoded image blocks for-the encoded
image composer 319 to order. The bitmap construction
module 349 and the color quantizer 335, including the block
type module 345, the selection module 355, and the code-
word generation module 360, are further discussed below in
FIGS. 4A-4E. :

Briefly, FIG. 3D is a diagram of a data sequence or string
380 representing the original image 310 that is received by
the block decomposer 315. The data string 380 of the
original image 310 includes an a-bit header 380z and a b-bit
image data 380b, where a and b are integer values. The
header 380a may include information such as the pixel
width of the image 310, the pixel height of the image 310,

- and the format of the image 310, e.g., the mumber of bits to
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the pixel in RGB or YUV format, for example, as well as
other information. The image data is the data 380b repre-
senting the original image 310 itself.

FIG. 3E is a diagram of a data sequence or string 385
representing encoded image data 385 that is generated and
output 320 by the image encoder system 220. The data string
for the encoded image data 385 includes a modified header
portion 3852 and an encoded image block portion 390-
1-390-R. The modified header portion 385a is generated by
the header converter 321 from the original header 380z for
the original image 310. The modified header generated by
the header converter 321 includes information about file
type, a number of bits per pixel of the original image 310,
addressing into the original image 310, other miscellaneous
encoding parameters, as well as the width and height infor-
mation indicating the size of that original image 310. The
encoded image block portion 390-1-R includes the encoded
image blocks 390-1-390-R from the block encoders 318,
where R is an integer value that is the number of blocks
resulting from the decomposed original image 310,

FIG. 3F is a diagram of a data sequence or string 390
representing an encoded image block in accordance with the
present invention. It is understood-that the data string 390
representing the encoded image block may be similar to any
one of the encoded image blocks 390-1-390-R shown in the
encoded image data string 385.

The data string 390 of the encoded image block includes
a codeword section 3904 which includes J codewords,
where J is an integer value, and a bitmap section 390b. The
codeword section 390a includes J codewords 390a that are
used to compute the colors indexed by the bitmap 390b. A
codeword is a n-bit data string, where n is an integer value,
that identifies a pixel property, for example a color compo-
nenl. In a preferred embodiment, there are two 16-bit
codewords 3902, CW0, CW1 (J=2). The bitmap is a Q-bit
data portion and is further discussed below in FIG. 4B.

Further, in a preferred embodiment, each encoded image
block is 64-bits, which includes two 16-bit codewords and
a 32-bit (4x4x2 bit) bitmap 395. Encoding the image block
260 as described provides greater system flexibility and
increased data processing efficiency as will be further dis-
cussed below.

FIGS. 4A-4E describe the operation of the image encoder
system 220. FIG. 4A describes the general operation of the
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image encoder system 220. At the start 402 of operation,

data siring 380 of the original image 310, that includes the

a-bit header 380a and the b-bit image data 380b, is input 404
into the block decomposer 315 from the image source 210.
The block decomposer 315 decomposes 406 the original
image 310 to extract the a-bit header 380a and forward it to
the header converter 321. The black decomposer also 315
decomposes, 406 the original image 310 into image blocks.
Each image block 260 is independently compressed, or
encoded, 410 in the one or more block encoders 318.

The header converter 321 converts 408 the a-bit header to
generate a modified header 385a. The modified header 3854
is forwarded to the encoded image composer 319. Simulta-
neous with the header converter 321 converting 408 the
a-bit header, each image block is encoded 410 by the one or
more image encoders 3184-318n to generate (he encoded
image blocks 390-1-390-R. Again, it is noted that each
image block 260 may be processed sequentially in one block
encoder 318a or multiple image blocks 260 may be pro-
cessed in parallel in multiple block encoders 318a-318n.

The encoded image blocks 390 are output from the block
encoders 318 and are placed into a predefined order by the
encoded image composer 319. In a preferred embodiment,
the encoded image blocks 390 are ordered in a file from left
to right and top to botiom in the same order in which they
were broken down by the block decomposer 315. The image
encoder system 220 continues by composing 412 the modi-
fied header information 385a from the header converter 321
and the encoded image blocks 390, Specifically, the modi-
fied header 3854 and the ordered encoded image blocks 390
are concatenaled to generate the encoded image data file
385. The encoded image data file 385 is written 414 as
encoded outpul 320 to the memory 115, the storage device
120, or the output device 134, for example. .

F1G. 4B shows the encoding process 410 for the encoder
system 220 described above in FIG, 2. At the starl 418 of
operation, codewords are computed 420. As discussed above
in FIG. 3F, in a preferred embodiment there are two code-
words 390a, CW0, CW1. The process for computing code-
words is further described below in FIG. 4C.

Once the codewords are computed 420 pixel values or
properties, such as colors, for the image block 260 are
computed or quantized quantized 422, Specifically, the
codewords 390a provide points in a pixel space from which
M quaptized pixel values may be inferred, where M is an
integer value. The M quantized pixel values are a limited
subset of pixels in a pixel space that are used 10 represent the
current image block. The process for quantizing pixel

values, and more specifically colors, will be described below 5

in FIGS. 4D and 4E. Further, it is noted that the embodi-
ments will now be described with respect to colors of a pixel
value although one skilled in the art will recognize that in
general any pixel value may be used with respect 1o the
present invention.

In a preferred embodiment, each pixel is encoded with
two bits of data which can index one of M quantized colors
(M=4). Furiher, in a preferred embodiment the four quan-
tized colors are derived from the two codewords 390a where
two colors are the codewords themselves and the other two
colors are inferred from the codewords, as will be described
below. It is also possible to use the codewords 390a so that
there is one index to indicate a transparent color and three
indices to indicate colors, of which one color is inferred.

In a preferred embodiment, the bitmap 390b is a 32-bit
data string. The bitmap 3905 and codewords 390a are output
424 as a 64-bit data string representing an encoded image
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block 390. Specifically, the encoded image block 390
includes the two 16-bit codewords 390« (n=16) and a 32-bit
bitmap 390b. Each codeword 3902 CW0, CW1 that is a
16-bit data string includes a 5-bit red-channel, 6-bit green-
channel, and 5-bit blue-channel.

Each of the encoded image blocks 390 is placed together
390421-390aR, and concatenated with header information
385a derived from the original header 380a of the original
image 314. The resulting 424 output is the encoded image
data 385 representing the original image 310.

FIG. 4C describes the process for computing 420 the
codewords for the image blocks 260 in more detail. At the
start 426 of the process, the color quantizer 335 uses the
block type module 345 to select 428 the first block type for
the image block 260 that js being processed. For example,
one block type selected 428 may be a four-color and another
block type selected 428 may be a three-color plus
transparency, where the colors within the particular block
type have equidistant spacing in a color space.

Those of ordinary skill in the art will readily recognize
that selecting a block type for each image is not intended to
be limiting in any way. Instead, the present invention may be
limited to processing image blocks that are of a single block
type. This eliminates the need to distinguish between dif-
ferent block types, such as the three and four color block
types discussed above. Consequently, the block type module
345 in FIG. 3B and reference number 428 in FIG. 4C are
optional and are not intended to limit the present invention
in any way.

Once the block type is selected 428, the process computes
430 an optimal analog curve for the block type. Computation
430 of the optimal analog curve 430 will be further
described below in FIG. 4D. The analog curve is used to
simplify quantizing of the colors in the image block. After
computing 430 the optimal analog curve, the process selects
432 a partition of the points along the analog curve. A
partition may be defined as a grouping of indices {1 . ...
(WxH)} into M nonintersecting sets. In a preferred
embodiment, the indices (1 . .. 16) are divided into three or
four groups, or clusters, (M=3 or 4) depending on the block
type.

Once a partition is selected 432, the optimal codewords
for that 20 particular partition are computed 434. Compu-
tation 434 of the optimal codewords is further described
below in FIG. 4E. In addition to computing 434 the
codewords, an error value {squared error as describe below)
for the codewords is also computed 436. Computation 436
of the error values is further described below with respect to
FIG. 4E also. If the computed 436 error value is the first
error value it is stored. Otherwise, the cornputed 436 error
value is stored 438 only if it is less than the previously stored
error value, For each stored 438 error value, the correspond-
ing block type and codewords are also stored 440. It is noted
that the process seeks to find the block type and codewords
that minimize the error function.

The process continues by determining 442 if the all the
possible partitions are complete. If there are more partitions
possible, the process selects 432 the next partition and once
again computes 434 the codewords, computes 436 the
associated error value, and stores 438 the error value and
stores 440 associated block type and codewords only if the
error value is less than the previously stored error value.

Alter all ihe possible partitions are completed, the process
determines 444 whether all the block types have been
selected. If there are more block types, the process selects
428 the next block type. Once again, the process will
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compute 430 the optimal analog curve, select 432, 442 all
the possible partitions, for each partition it will compute
434, 436 the codewords and associated error value, and store
438, 440 the error value and associated block type and
codeword only. if the error value is less than the previously
stored error value. After the last block type is processed, the
process outputs 446 a result 447 of the block type and
codewords 390a having the minimum error.

In an alternative embodiment, the optimal analog curve
may be computed 430 before searching the block type. That
is, the process may compute 430 the optimal analog curve
before proceeding with selecting 428 the block type, select-
ing 432 the partition, computing 434 the codewords, com-
puting 436 the error, storing 438 the error, and storing 440
the block type and codeword. Computing 430 the optimal
analog curve first is useful if all the block types use the same
analog curve and color space because the analog curve does
not need to be recomputed for each block type.

FIG. 4D further describes the process of identifying the
optimal analog curve. The selection module 355 starts 448
the process by computing a center of gravity 450 for pixel
270 colors of an image block 260. Compuling 450 the center
of gravily includes averaging the pixel 270 colors of the
image block 260. Once the center of gravity is computed
450, the process identifies 452 a veclor in color space to
minimize the first moment of the pixel 270 colors of the
image block 260.

Specifically, for identifying 452 the vector the process fits
a straight line to a set of data points, which are the original
pixel 270 colors of the image block 260. A siraight line is
chosen passing through the center of gravity of the set of
points such that it minimizes the “moment of inertia” (the
means square error). For example, for three pixel properties,
to compute the direction of the line minimizing the moment
of inertia, tensor inertia, T, is calculated from the individual
colors as follows:

Ch+Ch ~CoiCyi  ~CoCai
~Coily; Ch+C% ~Culy
~Coilai  ~CyiCy €5 +Ch

T=

where Cy, C,, and C, represent pixel properties, for example
color components in RGB or YUYV, relative to a center of
gravity. In a preferred embodiment of an RGB color space,
Co; is the value of red, C,; is the value of green, and C,; is
the value of blue for each pixel, i, of the image block.
Further, i takes on integer values from 1 to WxH, so that if
W=4 and H=4, i ranges from 1 to 16.

The eigenvector of tensor, T, with the smallest eigenvalue
is calculated uwsing conventional methods known 1o thosc
skilled in the art. The eigenvector direction along with the
calculated gravity center, defines the axis that minimizes the
moment of inertia. This axis is used as the optimal analog
curve, which in a preferred embodiment is a straight line,
Those of ordinary skill in the art wilf readily recognize that
the term optimal analog curve is not limited solely to a
straight line but may include a set of parameters, such as
pixel values or colors, that minimizes the moment of inertia
or means square error when fitled to the center of gravity of
the pixel colors in the image block. The set of parameters
may define any geometric element, such as but not limited
to a curve, a plane, a trapezoid, or the like.

FIG. 4E illustrates the process undertaken by the code-
word generation module 360 for selecting 432 the partitions,
computing 434, 436 the codewords for the partitions and the
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associated error, and storing 438, 440 the error value, block
type, and codeword if the error value is less than a previ-
ously stored error value. The process starts 456 with the
codeword generation module 360 projecting 458 the WxH
color values onto the previously constructed optimal analog
curve. The value of WxH is the size in number of pixels 270
of an image block 260. In a preferred embodiment, where
Wand Hare both 4 pixels, WxH is 16 pixels.

Once the colors are projected 458 onto the analog curve,
the colors are ordered 460 sequentially along that analog
curve based on the position of the color on the one-
dimensional analog curve. After the colors are ordered 460,
the codeword generation module 360 searches 462 for
optimal partitions. That is, the codeword generation module
360 takes the WxH colors (one color associated with each
pixel) that are ordered 460 along the analog curve and
partitions, or groups, them into a finite number of clusters
with a predefined relative spacisg. In a preferred
embodiment, where W=4 and H=4, so that WxH is 16, the
16 colors are placed in three or four clusters (M=3 or 4).

In conducting the search 462 for the optimal partition, the
color selection module 360 finds the best M clusters for the

" WxH points projected onto the optimal curve, so that the

crror associated with the selection is minimized. The best M
clusters are determined by minimizing the mean square error
with the constraint that the points associated with each
cluster are spaced to conform to the predefined spacing.

In a preferred embodiment, for a block type of four
equidistant colors, the error may be defined as a squared
error along the analog curve, such as

B preroBPof FE etuster G (Pt PO+ E ctusreralti
(APt (AP)Y +E csrerstmp )

where E is the error for the particular grouping or clustering,
Po and p, are the coded colors, and x, are the projected points
on the optimal analog curve.

In instances where the block type indicates three equidis-
tant colors, the error may be defined as a squared error along
the analog curve, such as

B2 st ero P+ ctusters (i (Po+ 0PI+ Eetaterz (mpr)’

where, again, E is the error for the particular grouping or
clustering, p, and p, are the coded colors, and x; are the
projected points on the optimal analog curve.

After the resulting 447 optimal codewords 390a are
identified, they are forwarded to lhe bitmap consiruction
module 340. The bitmap construction module 340 uses the
cadewords 390a to identify the M colors that may be
specified or inferred from those codewords 390q. In 2
preferred embodiment, the bitmap construction module 340
uses the codewords 3904, e.g., CWO0, CW1, to identify the
three or four colors that may be specified or inferred from
those codewords 390a.

The bitmap construction module 340 constructs a block
bitmap 390b using the codewords 390a associated with the
image block 260. Colors in the image block 260 are mapped
to the closest color associated with one of the quantized
colors specified by, or inferred from, the codewords 390a.
The result is a color index, referenced as ID, per pixel in the
block identifying the associated quantized color.

Information indicating the block type is implied by the
codewords 390a and the bitmap 390b. In a preferred
embodiment, the order of the codewords 3902 CW0, CW1,
indicate the block type. If a numerical value of CW0 is
greater than a numerical value of CW1, the image block is
a four color block. Otherwise, the block is a three color plus
transparency block,
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As discussed above, in a preferred embodiment, there are
two image block types. One image block type has four
equidistant colors, while the other image block type has
three equidistant colors with the {ourth color index used to
specify that a pixel is transparent. For both image block
types the color index is two bits.

The output of the bitmap construction module 340 is an
encoded image block 390 having the M codewords 390a
plus the bitmap 390b. Each encoded image block 390 is
received by the encoded image composer 319 that, in turn,
orders the encoded image blocks 390 in a file. In a preferred
embodiment, the encoded image blocks 390 are ordered
from left to right and from top to bottom in the same order
as the blocks were broken down by the block decomposer
315. The ordered file having the encoded image blocks 390
is concatenated with the header information 385z that is
derived from the header 380a of the original image 310 to
generale the encoded image data 385 that is the image
encoder system 220 output 320. The image encoder system
220 output 320 may be forwarded to the memory 115, the
storage device 120, or the output device 13, for example.

The image encoder system 220 of the present invention
advantageously reduces the effective data size of an image,
for example, from 24-bits per pixel to 4-bits per pixel.
Further, the present invention beneficially addresses trans-
parency issues by allowing for cadewords to be used with a
transparency identifier.

FIG. 5A is a block diagram of an image decoder system
230 in accordance with the present invention. The image
decoder system 230 includes an encoded image decompos-
ing uait 501, a header converter 508, one or more block
decoders 505 (5054-505m, where m is any positive integer
value representing the last block decoder), and an image
composer 504. The encoded image decomposer 501 is
coupled to receive the encoded image data 385 that was
output 320 from the image encoder system 220. The
encoded Image decomposer 501 is coupled to the one or
more block decoders 5052-505m. The one or more block
decoders 505a-505m are coupled to the image composer
504 thal, in turn, is coupled to the ourpui 240.

The encoded image decomposer 501 receives the encoded
image data 385 and decomposes, or breaks, it into its header
385a and the encoded image blocks 390-1 -390-R. The
encoded image decomposer 501 reads the modified header
3835a of the encoded image data 385 and forwards the
modified header 385a to the header converter 508. The
encoded image decomposer 501 also decomposes the
encoded image data 385 into the individual encoded image
blocks 390-1-390-R that are forwarded to the one or more
block decoders 505a-505m.

The header converter 508 converts the modified header
385a to an output beader. Simultaneously, the encoded
image blocks 390-1~390-R are decompressed or decoded by
the one or more block decoders 505a~505m. 1t is noted that
the each encoded image block 390 may be processed
sequentially in one block decoder 5054 or multiple encoded
image blocks 390-1-390-R may be processed in parallel
with one block decoder 505a-505m for each encoded image
block 390--390-R. Thus, multiple block decoders
505a-505m allows for parallel processing that increases the
processing performance and efliciency of the image decoder
system 230.

The image composer 504 receives each decoded image
block from the one or more block decoders 5054-505m and
orders them in a file. Further, the image composer 504
receives the converted header from the header converter
508. The converted header and the decoded image blocks are
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placed together to generate output 240 data representing the
original image 310.

FIG. 5B is a block diagram of a first embodiment of a
block decoder 505.in accordance with the present invention.
Each block decoder 505¢-505m includes a block type
detector 524), one or more decoder units, e.g., 533a-/ to
533a—k (k is any integer value), and an output selector 523.
The block type detector 520 is coupled to the encoded image

. decomposer 501, the output selector 523, and each of the one

or more decoder units, e.g., 5336—/533a—k. Each of the
decoder units, ¢.g., 5334—/-533a-, is coupled to the output
selector 523 that, in turn, is coupled to the image composer
504,

The block type detector 520 receives the encoded image
blocks 390 and determines the block type for each encoded
image block 390. Specifically, the block type detector 520
passes a selector signal to the output selector 523 that will
be used 1o select an output corresponding to the block type
detected. The block type is detected based on the codewords
390a. After the block type is determined, the encoded image
blocks 390 are passed to each of the decoder units, e.g.,
5336-1-533a-k. The decoder units, e.g., 533a-/-533a-k,
decompress or decode each encoded image block 390 to
gencrate the colors for the particular encoded image block
390. The decoder units, e.g., 533a~/-53a-k, may be
c-channels wide (one chanriel for each color component (or
pixel property) being encoded), where ¢ is any integer value.
Using the selector signal, the block type detector 520
enables the output selector 523 to output the color of the
encoded image block 390 from one of the decoder units, e.g,,
5334~1-533a—k that corresponds with the block type
detected by the block type detector 520. Alternatively, using
the selector signal, the appropriate decoder unit 533 could be
selected so the encoded block is processed through that
decoder unit only. )

FIG. 5C is a block diagram of a second embodiment of a
block decoder 505 in accordance with the present invention.
In a second embodiment, the block decoder 505 includes a
block type detector 520, a first and a second decoder unit
530, 540, and the output selector 523. The block type
detector 520 is coupled to receive the encoded image blocks
390 and is coupled to the first and the second decoder units
530, 540 and the output selector 523.

The block type detector 520 receives the encoded image
blocks 390 and determines, by comparing the codewords
390a of the encoded image block 390, the block type for
each encoded image block 390. For example, in a preferred
embodiment, the block type is four quantized colors or three
quantized colors and a transparency. Once the block type is
selected and a selector signal is forwarded to the output
selector 523, the encoded image blocks 390 are decoded by
the first and the second decoder units 530, 540. The first and
the second decoder units 530, 540 decode the encoded image
block 390 to produce the pixel colors of each image block.
The output selector 523 is enabled by the block type detector
520 10 output the colors from the decoder unit 530, 540 that
corresponds 1o the block type selected.

FIG. 5D is a logic diagram illustrating one embodiment of
a decoder unit through a red-channel of the that decoder unit
in accordance with the present invention. Specifically, the
decoder unit is similar to the decoder units 530, 540 illus-
trated in FIG. 5C. Moreover, the functionality of each of
those decoder units 530, 540 is merged into the single logic
diagram illustrated in FIG. 5D. Further, those skilled in the
art will understand that although described with respect to
the red-channel of the decoder units 530, 540 the remaining
channels, e.g., the green-channel and the blue-channel, in
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each decoder unit 530, 540 are similarly coupled and func-
tionally equivalent.

The logic diagram illustrating the decoder units 530, 540
is shown to include portions of the block type detector 520,
for example a comparator unit 522. The comparalor unit 522
works with a first 2x1 multiplexer 5252 and a second 2x1
multiplexer 525b. The comparator unit 522 is coupled 1o the
first and the second 2x1 multiplexers 525a, 525b. Both 2x1
multiplexers 525a, 525b are coupled to a 4x1 multiplexer
526 that serves to sclect the appropriate coler to output.

The red-channel 544, 546 of the first decoder unit 530
includes a first and a second red-channel line 5514, 551b and
a first and a second red-color block 550a, 550b. Along the
path of each red-color block 5504, 5505 is a first full adder
552a, 552b, a second full adder 554a, 554b, and 2 CLA
(“carry-look ahead”) adder 556a, 556b. The first and the
second red-channel lines 5514, 551b are coupled to the first
and the secoud red-color blocks 550a, 350b, respectively.
Each red-color block 550a, 5505 is coupled to the first full
adder 552a, 552b associated with that red-color block 5504,
550b. Each first full adder 552a, 552b is coupled to the
respective second full adder 554a, 554b. Each second full
adder 554a, 554b is coupled to the respective CLA adder
556a, 556b.

The second decoder unit 540 comprises the first and the
second red-channel lines 5514, 5515 and the respective first
and second red-color blocks 5504, 550b and an adder 558.
The first and the second channel lines 551a, 551b are
coupled to their respective red-color blocks 550q, 550b as
described above. Each red-color block 550a, 5505 is
coupled to the adder 558.

The CLA adder 556a from the path of the first red-color
block 550a of the first decoder unit 530 is coupled to the first
2x1 multiplexer 525a and the CLA adder 556b from the path
of the second red-color block 5505 of the first decoder unit
530 is coupled 10 the second 2x1 multiplexer 525b. The
adder 558 of the second decoder unit 540 is coupled to both
the first and the second 2x1 multiplexers 525a, 525b.

The 4x1 multiplexer 526 is coupled to the first and the
second red-channel lines 551a, 551b, as well as to the first
and the second 2x1 multiplexers 5254, 525b. The 4x1
multiplexer 526 is also coupled to receive a transparency
indicator signal that indicates whether or not a transparency
{no color) is being sent. The 4x1 multiplexer 526 selects a
color for output based on the value of the color index,
referenced as (he 1D signal, that references the associated
quantized color for an individual pixe} of the encoded image
block 390.

FIG. 6A is a flow diagram illustrating operation of the
decoder system 230 in accordance with the present inven-
tion. For purposes of illustration only, the process for the
decoder system 230 will be described with a single block
encoder 505 having two decoding units, ¢.g., 530, 540.
Those skilled in the art will recognize that the process is
functionally equivalent for decoder systems having more
than one block decoder 505 and more than one decoder
units, ¢.g., 533a~/-533a—k.

The. process starts 600 with the encoded image decom-
poser 501 receiving 605 the encoded, or compressed, image
duta 385 from the encoder system 220, for example, through
the memory 115 or the storage device 120. The encoded
image decomposer 501 decomposes 610 the encoded image
data 385 by forwarding the modified header 3854 to the
header converter 508. In addition, the encoded image
decomposer 501 also decomposes 610 the encoded image
data 385 into the individual encoded image blocks 390-
1-390-R.
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The header converter 508 converts 612 the header infor-
mation to generate an output header that is forwarded to the
image composer 504. Simultaneously, the one or more block
decoders 5054-505m decodes 615 the pixel colors for each
encoded image block 390. It is again noted that each
encoded image block 398 may be decoded 615 sequentially
in one block decoder 505a or multiple encoded image blocks
390-1-390-R may be decoded 615 in parallel in multiple
block decoders 505a-505m, as described above. The process
for decoding the encoded image blocks 390 is further
described in FIG. 6B. Each decoded 615 image block is then
composed 620 into a data file with the converted 612 header
information by the image composer 504, The image com-
poser 504 generates the data file' as an outpul 625 that
represents the original image 310.

FIG. 6B is a flow diagram illustrating operation of the
block encoder 505 in accordance with the present invention,
Once the process is started 630, each encoded image block
390 is received by the block decoder 505 and the block type
for each encoded image block 390 is detected 640.
Specifically, for a preferred embodiment the first and the
second codewords 390a, CW0, CW1, respectively, are

" received 635 by the block type detector 520 of the block
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decoder 505. As discussed above, comparing the numcrical
values of CW0 and CW1 reveals the block type.

In addition, the first five bits of each codeword 390q, e.g.,
CW0, CW1, that represent the red-channel color are
received by the red-channel 545 of each of the first and the
second decoder units 530, 540, the second 6-bits of each
codeword 390a CW0, CW1 that represent the green-channel
color are received by the green-channel of each of the first
and the second decoder units 530, 540, and the last 5-bits of
each codeword 3902 CW0, CW1 that represent the blue-
channel color are received by the blue-channel of each of the
first and the second decoder units 530, 540.

The block type detector 520 detects 640 the block type for
an encoded image block 390. Specifically, the comparator
522 compares the first and the second codewords 390a,
CW0, CW1, and generates a flag signal to enable the first
2x1 multiplexers 525a or the second 2x1 multiplexers 525b
which, in turn, selects 645 either the first decoding unit 530
or the second decoding unit 540, respectively. The process
then calculates 650 the quantized color levels for the
decoder units 530, 540.

To calculate 650 the quantized color levels, the first
decoding unit 530 calculates the four colors associated with
the two codewords 3902, CW0, CW1, using the following
relationship:

CW0O=first codeword=first color;

CW1=second codeword=second color;

CW2=third color=(¥)CW0+('A)CWT,;

CW3=fourth color=(5)CWO+{(¥#)CW1.

In one embodiment, the first decoder unit 530 may
estimate the above equations for CW2 and CW3, for
example, as follows:

CW2=(%)CWO+(3)CW1; and

CW3=(#)CWO+(34)CW1.

The red-color blocks 550a, 550b serve as a one-bit shift
register 10 get ()CWO or (4)CWI1 and each full adder
352a, 552b, 554a, 554b also serves to shift the signal lefi by
1-bit. Thus, the signal from the first full adders 552a, 552b
is (4)CWO or (¥4)CW1, respectively, becanse of a two-bil
overall shift and the signal from the second full adders 554a,
554b is (A)CWO or (V)CW1, respectively, because of a
three-bit overall shift. These valucs allow for the above
approximations for the color signals.
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The second decoder unit 540 calculates 650 three colors
associated with the codewords 3902, CW0, CW1, and
includes a fourth signal that jndicates a transparency is being
passed. The second decoder unit 540 calculates colors, for
example, as:

CW0=first codeword=first color;

CW1l=second codeword=second color;

CW3=third color=(}4)CWO+(}2)CW1; and

T=Transparency.

In one embodiment the sccond decoder unit 540 has no
approximation because the signals received from the red-
color blocks 550a, 5505 is shifted left by one-bit so that the
color is already calculated 1o (%2)CW0 and (14)CW1, respec-
tively.

After the quantized color levels for the selected 645
decoder unit 530, 540 have been calculated 650, each bitmap
value for each pixelis read 655 from the encoded image data
block 385. As each index is read 655 it is mapped 660 to one
of the four calculated colors if the first decoder unit 530 is
selected 645 or one of the three colors and transparency if
the second decoder unit 544 is selected. The mapped 660
colors are selected by the 4x1 multiplexer 526 based on the
value of the ID signal from the bitmap 3905 of the encoded
image block 390. As stated previously, a similar process
occurs for selection of colors in the green-channel and the
blue-channel.

As the colors are output from the red-, green-, and
blue-channels, the output is received by the image composer
504. The image composer 504 orders the output from the
block encoders 505 in the same order as the original image
310 was decomposed. The resulting 665 image that is output
from the image decoder system 230 is the original image that
is forwarded 1o an output source 240, e.g., a computer
screen, which displays that image.

The system and method of the present invention benefi-
cially allows for random access to any desired image block
260 within an image, and any pixel 270 within an image
block 260. FIG. 7A is a block diagram of a subsystem 700
that provides random access to a pixel 270 or an image block
260 in accordance with the present invention.

The random access subsystem 700 includes a block
address computation module 710, a block fetching module
720, and the one or more block decoders 505. The block
address computation module 710 is coupled to receive the
header information 3854 of the encoded image data 385. The
block address computation module 710 is also coupled to the
block fetching module 720. The block fetching module 720
is coupled to receive the encoded image block portion
390-1-R of the encoded image data 385, The hlock fetching
module 720 is also coupled to the block decoders 505.

FIG. 7B is a flow diagram illustrating a process of random
access 1o a pixel 270 or an image block 260 using the
random access subsystem 700 in accordance with the
present invention. When panticular pixels 270 have been
identified for decoding, the process starts 740 with the image
decoder system 230 receiving the encoded image data 385.
The modified header 385a of the encoded image data 385 is
forwarded to the block address computation module 710 and
the encoded image block portion 390-1-R of the encoded
image data 385 is forwarded lo the block feiching module
720,

The block address computation module 710 reads the
modified header 3854 to compute 745 the address of the
encoded image block portion 390-1-R having the desired
pixels 270, The address computed 745 is dependent upon the
pixel coordinates within an image. Using, the computed 745
address, the block fetching module 720 identifies the
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encoded image block 390 of the encoded image block
portion 390-1-R that has the desired pixels 270. Once the
encoded image block 390 having the desired pixels 270 has
been identified, only the identified encoded image block 390
is forwarded to the block decoders 505 for processing,

Similar to the process described above in FIG. 6B, the
block decoders 505 compute 755 the quantized color levels
for the identified encoded image blocks 390 having the
desired pixels. After the quantized color levels have been
computed 755, the color of the desired pixel is selected 760
and output 765 from the image decoder system 230.

Random access to pixels 270 of an image block 260
advantageously allows for selective decoding of only needed
portions or sections of an image. Random access also allows
the image to be decoded in any order the data is required. For
example, in three-dimensional texture mapping only por-
tions of the texture may be required and these portions will
generally be required in some non-sequential order. Thus,
the present invention increases processing efficiency and
performance when processing only a portion or section of an
image.

The present invention benpeficially encodes, or
compresses, the size of an original image 310 from 24-bits
per pixel 10 an aggregate 4-bits per pixel and then decodes,
or decompresses the encoded image data 385 to get a
representation of the original image 310. Further, the
claimed invention uses, for example, two base points or
codewords from which additional colors are derived so that
extra bits are not necessary to identify a pixel 270 color.

Moreover, the present invention advantageously accom-
plishes the data compression on an individual block basis
with the same number of bits per block so that the com-
pression rale can remain fixed. Further, because the blocks
are of fixed size with a fixed number of pixels 270, the
present invention beneficially allows for random access to
any particular pixel 270 in the block. The present invention
provides for an efficient use of system resources because
entire blocks of data are not retrieved and decoded to display
data corresponding to only a few pixels 270.

In addition, the use of a fixed-rate 64-bit data blocks in the
present invention provides the advantage of having simpli-
fied header information that allows for faster processing of
individual data blocks. Also, a 64-bit data block allows for
data blocks to be processed rapidly, e.g., within one-clock
cycle, as the need to wait until a full data string is assembled
is eliminated. Further, the present invention also reduces the
microchip space necessary for a decoder system because the
decoder system only needs 1o decode each pixel to a set of
colors determined by, ¢.g., the two codewords.

While particular embodiments and applications of the
present invention have been illustrated and described, it is 1o
be understood that the invention is not limited to the precise
construction and components disclosed herein and thal vari-
ous modifications, changes and variations which will be
apparent to those skilled in the art may be made in the
arrangement, operation and details of the method and appa-
ratus of the present Invention disclosed herein without
departing from the spirit and scope of the invention as
defined in the appended claims.

‘What is claimed is:

1. A system for encoding an image, comprising:

an image decomposer, coupled to receive an image, for

breaking the image into one or more image blocks, each
iimage block having a set of colors;

at least one block encoder for receiving each image block

and for compressing each image block to generate an
encoded image block, wherein each block encoder
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includes a color quantizer for receiving each image
block and for generating at least one codeword from
which at least one quantized color is derived, the color
quantizer having a selection module for computing a
set of parameters from the set of colors, the at least one
codeword derived from the set of parameters; and

an encoded image composer for receiving and ordering
the encoded image blocks into a data file.

2. The system of claim 1, further comprising a header
converler, coupled to the image decomposer and the
encoded image composer, for receiving a header from the
image, modifying the header, and outputting the modified
header with the data file.

3. The system of claim 1, wherein each block encoder
comprises:

a bitmap construction module for mapping the colors of
an image block to one of the at Jeast one quantized
colors.

4. The system of claim 3, wherein the color quantizer

further comprises:

a block type module, coupled to receive the image block,
for selecting a block type for the image block; and

a codeword generation module for generating the least
one codeword from the set of parameters generated by
the selection module.

5. A system for decoding a compressed image, compris-

ing:

an encoded image decomposer, coupled to receive
encoded image data file having at least one compressed
image block, for breaking the encoded image data file
into individual compressed image blocks, each com-
pressed image block having at least one associated
codeword, each codeword generated by computing a
set of parameters, partitioning the set of parameters into
a plurality of partitions, and computing each codeword
from one of the partitions;

at least one block decoder for decompressing the com-
pressed image blocks into decompressed image blocks;
and

an image composer for ordering the decompressed image
blocks in an output file.

6. The system of claim 5, further comprising a header
converter, coupled to the encoded image decomposer and
the image composer, for receiving a modified header asso-
ciated with the encoded image data file, generating an output
header, and outputting the ouiput header with the output file.

7. The system of claim 6, wherein cach block decoder
further comprises:

a block type detector for selecting a block type for each
compressed image block received from the encoded
image decomposer;

at least one decoder unit for decompressing each com-
pressed image block based on the block type selected
by the block type detector; and

an output selector for outputting the image block from the
decoder unit in response to the block type selected by
the block type detector. )

8. A method for generating an encoded image of an

original image having a header, comprising:

converting the header to a modified header;

decomposing the original image into image blocks, each
image block having a set of colors;

encoding each image block to generate an encoded image
block for each image block by computing a set of
codewords from the set of colors, computing a set of

10

15

20

18

computed colors using the set of codewords, and map-
ping each original color to one of the computed colors
or one of the codewords to produce an index for each
original color; and

composing the modified header and each encoded image
block in a file to generate the encoded image.

9. The method of claim 8, wherein computing the set of

codewords further comprises:

selecting a block type for each image block, wherein the
goemetric element js computed using the block type;

partitioning the set of parameters into a plurality of
partitions;

computing a set of codewords for each partition in the
plurality of partitions;

computing an error for each computed set of codewords;
and

outputting the block type and set of codewords producing
the minimum computed error for each computed set of
codewords.,

10. A method for generating an original image from an

encoded image including a modified header and at least one

encoded image block, comprising:

30
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receiving the encoded image data;

decomposing the encoded image into the modified header
and the individual encoded image blocks;

reading the modified header to generate an output header;

decoding each individual encoded image block lo gener-
ate a decoded image block, each individual encoded
image block having a set of codewords and a set of
indices;

calculating at least one quantized color level for the
encoded image block using the set of codewords;

mapping at least one index from the set of indices to one
of the calculated quantized color levels or 1o a code-
word from the set of codewords; and

composing the output header and the individual decoded
image blocks 1o generate an output file of the original
image.

11. A system for processing any identified pixel from an
encoded image data file having header information, includ-
ing al least once codeword computed from a set of
paramelers, the set of parameters computed from a set of
colors within an original image block, and an encoded image
block portion including at least one encoded image block,
the system comprising: :

a block address computation module, coupled 10 receive
each codeword from the header information, for com-
puting an address of an encoded image block having
the identified pixel;

a block fetching module, coupled 1o receive the encoded
image block portion and the computed address, for
fetching the encoded image block having the identified
pixel; and

a block decoder, coupled to receive the fetched encoded
image block, for decoding the image black to generate
a quantized color associated with the identified pixel.

12. A method for processing any identified pixel of an
encoded image data file having a header, including at least
once codeword computed from a set of parameters, the set
of parameters computed from a set of colors within an
original image block, and an encoded image block portion
including at least one encoded image block, the method
comprising:

compuling an address for an encoded image block having
the identified pixcl, the address computed from the at
least one codeword for the encoded image block;
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fetching the encoded image block using the computed
address; :

computing quantized color levels for the fetched encoded
image block; and selecting a color of the identified
pixel from the quantized color levels to output.
13. A method of compressing an original image block
having a first set of color points defined within a selected
color space, comprising:
fitting a geometric element 1o the first set of color points
so that the geomeltric clement includes a second set of
color points having a minimal moment of inertia when
fitted to the center of gravity of the first set of color
points; .

compuling a set of codewords from the second set of color
points;

computing a set of computed colors using the set of

codewords;
mapping each of the first set of color poinis (o one of the
computed colors or one of the codewords to produce an
index for each of the first set of color points; and

using the indices produced by the mapping each of the
first set of color points and the set of codewords to
represent the first set of color points.

14. The method of claim 13, wherein the set of parameters
defines at least two color points in the selected color space.

15. The methed of claim 13, further including generating
an encoded image block having the set of codewords and the
indices produced in mapping the first set of color points.

16. The method of claim 13, wherein mapping further
includes mapping a first set color point to a predefined index,
if the first set color point represents an alpha value.

17. The method of claim 13, wherein mapping further
includes mapping a first set color point to a predefined index,
if the first set color point represents a color key value.

18. A method of compressing an original image having a
set of pixel parameters, each pixel parameter including a
color point parameter defined within an RGB color space,
comprising:

dividing the original image into at least one block of pixel

parameters;

identifying a block type of the at least one block of pixel

parameters;

computing a center of gravity for a set of color point

paramelers associated with the block of pixel param-
elers;

ic

15

20

20

fitting a geometric element to the set of color point
parameters associated with the block of pixel param-
eters so that the geomeltric element includes a subset of
color point parameters having a minimal moment of
inertia when fitted 1o the center of gravity;

computing a set of codewords from the subset of color
point parameters;

computing a set of computed color point parameters using
the set of codewords;

mapping each of the pixel parameters within the block of
pixel paramelers o ope of the computed color point
paramelers or to one of the codewords to produce an
index for cach of the pixel parameters within the block
of pixel parameters; and

representing the block of pixel parameters by using the set
of codewords, and the block type, and each index
produced by mapping.

19. The method of claim 18, wherein mapping further
includes mapping a pixel parameter within the block of pixel
parameters to a predefined index, if the pixel parameter
represents a transparency identifier.

20. The method of claim 18, wherein mapping further
includes mapping a pixel parameter within the block of pixel
parameters to a predefined index, if the pixel parameter
represents an alpha value.

21. The method of claim 18, wherein mapping further
includes mapping a pixel parameter within the block of pixel
parameters 1o a predefined index, if the pixel parameter
represents a color key value.

22. A method of reducing a number of original colors in
an image block to al least three different colors and a bitmap
table, the method comprising:

selecting a geomeltric element;

fitting the geometric element to the original colors so that

the geometric element includes a set of colors having a
minimal moment of inertia when fitted to the center of
gravity of the original colors;

computing a set of codewords from the set of colors;

computing a set of computed colors using the set of
codewords; and

generating the bitmap table by mapping each original
color to one of the at least three different colors.
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1
FIXED-RATE BLOCK-BASED IMAGE
COMPRESSION WITH INFERRED PIXEL
VALUES

This application is a continuation of application Ser. No.
09/351,930 filed Jul. 12, 1999, which is a contipuation of
application Ser. No. 08/942,860 filed Oct. 2, 1997, now U.S.
Pat. No. 5,956,431 issued Sep. 21, 1999.

BACKGROUND OF THE INVENTION

1. Field of the lnveotion

The present invention relates to image processing
systems, and more specifically, to three-dimensional render-
ing systems using fixed-rate image compression for lextures.

2. Description of the Related Art

The art of generating images, such as realistic or animated
graphics on a computer is known. To generate such images
requires tremendous memory bandwidth and processing
power on a graphics subsystern. To reduce the bandwidth
and processing power requirements, varios compression
mecthods and systems were developed. These methods and
systems included Entropy or lossless encoders, discrete
cosine transform or JPEG type compressors, block trunca-
tion coding, color cell compression, and others. Each of
these methods and systems, however, have numerous draw-
backs.

Eatropy or lossless encoders include Lempel-Ziv encod-
ers and are used for many different purposes. Entropy coding
rclies on predictability. For data compression using Entropy
encoders, a few bits are used to encode the most commonly
occurring symbols. In stationary systems where the prob-
abilities are fixed, Entropy coding provides a lower bound
for the compression than can be achieved with a given
alphabet of symbols. A problem with Entropy coding is that
it does not allow random access to any given symbol. The
part of the compressed dala preceding a symbol of interest
must be first felched and decompressed to decode the
symbol which takes copsiderable processiog time and
resources as well as decreasing memory throughput.
Axnother problem with existing Entropy methods and sys-
tems is that they do not provide any guaranteed compression
factor which makes this type of encoding scheme imprac-
tical where the memory size is fixed.

Discrete Cosine Transform (“DCT”) or JPEG-iype
compressors, allow users to select a level of image quality.
With DCT, uncorrelated coeficients are produced so that
each coefficient can be treated independently without Joss of
compression efficiency. The DCT coefficients can be quan-
tized using visually-weighted quantization values which
selectively discard the least important information,

DCT, bowever, suffers from a number of shortcomings.
One problem with DCT and JPEG-type compressors is that
they require usually bigger blocks of pixels, typically 8x8 or
16x16 pixels, as a minimally accessible unpit in order to
obtain a reasonable compression factor and quality. Access
to a very sinall area, or even a single pixel involves fetching
a large quantity of compressed dala, thus requiring increased
processor power and memory bandwidth. A second problem
with DCT and JPEG-type compressors is that the compres-
sion factor is variable, therefore requiring a complicated
memory management system that, in tum, requires greater
processor resources. A third problem with DCT and JPEG-
type compression is that using a large compression factor
significantly degrades image quality. For exatople, the image
may be coosiderably distorted with a form of a ringing
around the edges in the image as well as noticeable color
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shifts in arcas of the image. Neither artifact can be removed
with subsequent low-pass filtering,
A fourth problem with DCT and JPEG-type compression

is that such a decompressor is coroplex and has a significant .

associated hardware cost. Further, the high latency of the
decompressor results in a large additional hardware cost for
buffering throughout the system to cowmpessate for the
latency. Finally, a fifth problem with DCT and JPEG-type
compressors is that it is not clear whether a color keyed
image can be compressed with such a method and system.

Block truncation coding (“BTC”) and color cell compres-
sion (“CCC”) use a local one-bit quantizer on 4x4 pixel
blocks. The compressed data for such a block coasists of
only two colors and 16-bits that indicate which one of the
two colors is assigned to each of the 16 pixels. Decoding a
BTC/CCC image consists of using a multiplexer with a
lock-up table so that once a 16-texel-block (32-bils) is
retrieved from memory, the individual pixels are decoded by
looking up the two possible colors for that block and
selecting the color according to the associated bit from the
16 decision bits.

The BTC/CCC methods quantize each block to just two
color levels resulting in significant image degradation.
Further, a two-bit variation of CCC stores the two colors as
eight-bit indices into a 256-entry color lookup table. Thus,
such pixel blocks canpot be decoded without fetching addi-
tional information that can consume additional memory
bandwidth.

The BTC/CCC methods and systems can use a three-bit
per pixel scheme which store the two colors as 16-bit values
(not indices into a table) resulting in pixel blocks of six
bytes. Fetching such units, however, decreases system per-~
formance because of additional overhead due to memory
misalignment. Another problem with BTC/CCC is that when
it is used to compress images that use color keying to
indicate transparent pixels, there will be a high degradation
of image quality.

Therefore, therc is a need for a method and system that
maximizes the accuracy of compressed images while mini-
mizing storage, memory bandwidth requirements, and
decoding hardware complexities, while also compressing
image data blocks into convenient sizes o maintain aliga-
ment for random access to any one or more pixels.

SUMMARY OF THE INVENTION

An image processing system includes an image encoder
system and an image decoder system that are coupled
together. The image encoder system includes a block decom-~
poser and 2 block encoder that are coupled together. The
block encoder includes a color quantizer and a bitmap
construction module. The block decomposer breaks an origi~
nal image into image blocks, each having a pluralily of pixel
values (e.g. colors) or equivalent color points. Each image
block is then processed by the block encoder. Specifically,
the color quantizer computes some nurmber of base points, or
codewords, that serve as reference pixel values, such as
colors, from which computed or quantized pixel values are
derived. The bitmap coostruction module then maps at least
one pixel value in the image block to one of the computed
or quantized colors or one of the codewords. The codewords
and bitmap are ouiput as encoded image blocks.

The decoder system includes a block decoder having one
or more decoder units and an output selector. The block
decoder may also include a block type detector for deter-
mining the block type of an image block. The block type
determines the pumber of computed colors to use for map-
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ping each pixel color from an image block. Using the
codewords of the encoded data blocks, the comparator and
the decoder units determine the computed colors for the
encoded image block and map cach pixel to one of the
computed colors. The output selector outpuis the appropriate
color, which is ordered in an image composer with the other
decoded blocks to output an image representative of the
original image.

The present invention also includes a method of com-
pressing an original image block having a set of origipal
colors. The metbod inclides: computing a set of codewords
from the set of original colors; computing a set of computed
colors using the set of codewords; and mapping each origi-
nal color to one of the computed colors or one of the
codewords to produce an index for each original color.

The compressed or encoded image block, which has a first
set of indices and a set of codewords, where a set is equal
to or greater than one, is decoded by: computing at least one
computed color using the set of codewords; and mapping an
index within the first set of indices to one of the computed
colors or one of the codewords.

Those of ordinary skill in the art will readily recognize
that the present invenlion may be practiced using any
geaeral purpose computer system, such as the computer
system described below, or any “hardwired” device specifi-
cally designed to perform the method, such as but not
limited to devices implemented using ASIC or FPGA tech-
nology and the like.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a data processing system in
accordance with the present invention; .

FIG.2A s a block diagram of an image processing system
in accordance with the present fnvention;

FIG. 2B is a graphical represcntation of an image block in
accordapce with the present inveotion;

FIG. 3A is a block diagram of a first embodiment an
image encoder system in accordance with the present inven-
tion;

FIG. 3B is a block diagram of a second embodiment of an
image encoder system in accordance with the present inven-
tion;

FIG. 3C is a block diagram of an image block encoder in
accordance with the present iovention;

FIG. 3D is a data sequence diagram of an original image
in accordance with the presen! invention;

FIG. 3E is a data sequence diagram of cucoded image data
of the original image output from the image encoder system
in accordance with the presen! invention;

F1G. 3F is a data sequence diagram of an encoded image
block from the image block encoder in accordance with the
present invention;

FIGS. 4A-4E are flow diagrams illustraling an encoding
process in accordance with the present invention;

FIG. 5A is a block diagram of an image decoder system
in accordance with the present invention;

FIG. 5B is a block diagram of a first embodiment of a
block decoder in accordance with the present invention;

FIG. 5C is a block diagram of a second embodiment of a
block decoder in accordance with the present invention;

FiG. 5D is a logic diagram illustrating a first cmbodiment
of a decoder unit in accordance with the present jnvention;

FIGS. 6A—68 are flow diagrams illustrating a decoding
process in accordance with the present invention;
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FIG. 7A is a block diagram of a subsystem for random

access to a pixel or an jmage block in accordance with the-

present inveation; and

FIG. 7B is a flow diagram illustrating random access to a
pixel or an image block in accordance with the present
invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

FIG. 11is a block diagram of a data processing system 105
coostructed in accordance with the present invention. The
data processing system 105 includes a processing unit 119,
amemory 115, a storage device 120, an input device 125, an
output device 130, and a graphics subsystem 135. In
addition, the data processing system 1035 includes a data bus
145 that couples each of the other components 110, 115, 120,
125, 130, 135 of the data processing system 108,

The data bus 145 is a conventional data bus and while
shown as a single line it may be a combinalion of a processor
bus, a PCI bus, a graphical bus, and an ISA bus. The
processing unit 110 is a conventional processing unit such as
‘the Intel Pentium processor, Sun SPARC processor, or
Motorola PowerPC processor, for example. The processing
unit 110 processes data within the data processing system
105. The memory 115, the storage device 120, the input
device 125, and the output device 130 are also conventional
components as recognized by those skilled in the art. The
memory 115 and storage device 120 store data within the
data processing systemn 105. The ioput device 125 inputs
data into the system while the output device 130 receives
data from the data processing system 105.

FIG. 2Ais a block diagram of an image processing system
205 constructed in accordance with the present invention. In
one embodiment, the image processing system 205 runs
withia the data processing system 105. The image process-
ing system 205 includes an image encoder system 220 and
an image decoder system 230. The image processing system
205 may also include a unit for producing an image source
210 from which jmages are received, and an output 249 to
which processed images are forwarded for storage or further
processing. The image encoder system 220 is coupled to
receive au image from the image source 210. The image
decoder system 230 is coupled to output the image produced
by the image processing systern 205. The image encoder
system 220 is coupled to the image decoder system 230
through a data line and may be coupled via a storage device
120 and/or a memory 115, for example.

Within the image encoder system 220, the image is broken
down iuto individual blocks and processed before being
forwarded to, €.g., the storage device 140, as compressed or
encoded image data. When the encoded image data is ready
for further data processing, the cocoded image data is
forwarded to the image decoder system 230. The image
decoder system 230 receives the encoded image data and
decodes it to generate an output thal is a representation of the
original image that was received from the image source 210.

FIGS. 3A and 3B are block diagrams illustrating two
separate embodiments of the image encoder system 220 of
the present invention. The image encoder system 220
includes an image decomposer 315, a header converter 321,
one or more block encoders 318 (318a-318~, where n is the
nth encoder, n being any positive integer), and an encoded
image composer 319, The image decomposer 318 is-coupled
lo receive an original image 310 from a source, such as the
image source 210. The image decomposer 315 is also
coupled to the one or more block encoders 318 and to the
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header converter 32X, The header converter 321 is also
coupled to the encoded image composer 319. Each block
encoder 318 is also coupled 1o the encoded image composer
319. The encoded image composer 319 is coupled to the
output 320.

The image decomposer 315 receives the original image
310 and forwards information from a header of the original
image 310 to the header converter 321. The header converter
321 modifies the original header to generate a modified
header, as fusther described below. The image decomposer
315 also breaks, or decomposes, the original image 310 into
R number of image blocks, where R is some integer value.
The pumber of image blocks an original image 310 is broken
into may depend on the oumber of image pixels. For
example, in a preferred embodiment an image 310 com-
prised of A image pixels by B image pixels will typically be
(A/4)*(B/4) blocks, where A and B are integer values. For
example, where an image is 256 pixels by 256 pixels, there
will be 6464 blocks. In other words, the image is decom-
posed such that each image block is 4 pixels by 4 pixels (16
pixels). Those skilled in the an will recogpize that the
number of pixels or the image block size may be varied, for
example mxn pixels, where m and n are positive integer
values.

Briefly turning to FIG. 2B, there is illustrated an example
of a single image block 260 in accordance with the present
invention. The image block 260 is comprised of pixels 270.
The image block 260 may be defined as an image region W
pixels 270 in width by H pixels 270 in beight, where W and
H are integer values. In a preferred embodiment, the image
block 260 is comprised of W=4 pixels 270 by H=4 pixels
270 (4x4).

Turning back to FIGS. 3A and 3B, each block encoder
318 receives an image block 260 from the image decom-
poser 315. Each block encoder 318 encodes or compresses
cach image block 260 that it receives 1o generale an encoded
or compressed image block. Each encoded jmage block is
received by the encoded image composer 319 which orders
the encoded blocks in a data file. The data file from the
encoded image composer 319 is concatenated with a modi-
fied header from the header converter 321 10 generate an
encoded image data fle that is forwarded to the output 320.
Further, it is noted that haviog more than one block encoder
318a-318n allows for encoding multiple image blocks
simultancously, oue image block per block encoder
3184-318n, within the image eocoder system 220 to
increase image processing efficiency and performance.

The modified header and the encoded image blocks
together form the encoded image data that represents the
original image 310. The function of each element of the
image encoder system 220, including the block encoder 318,
will be further described below with respect to FIGS.
4A-4E,

The original image 310 may be in any one of a variety of
formats including red-green-blue (“RGB”), YUV 420, YUV
422, or a proprietary color space. It may be useful in some
cases to convert to a different color space before encoding
the original image 310. It is noted that in one embodiment
of the present invention, each image block 260 is a 4x4 set
of pixels where each pixel 279 is 24-bits in size. For cach
pixel 270 there are 8-bits for a Red(R)-channel, 8-bits for a
Green(G)-channel, and 8-bits for a Blue(B)-channel in a
red-green-blue (“RGB”) implementation color space.
Further, eéach encoded image block is also a 4x4 set of
pixels, but, each pixel is only 2-bits in size and has an
aggregate size of 4-bils as will be further described below.
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FIG. 3C is a block diagram illustrating a block encoder
318 of the present invention in greater detail. The block
cancoder 318 includes a color quantizer 335 and a bitmap
construction module 340. The color quantizer 335 is conpled
to the bitmap cosstruction module 340. Further, the color
quantizer 335 further emphasizes a block type module 345,
a selection module 355, and a codeword generation module
360. The block type module 345 is coupled to the selection
module 355. The selection module 355 is coupled 1o the
codeword generation module 360.

Each image block 260 of the decomposed original image
310 is received and ipitially processed by the color quantizer
335 before being forwarded to the bitmap construction
module 340 for further processing. The bitmap construction
module 340 outputs encoded image blocks for the encoded
image composer 319 to order. The bitmap construction
module 340 and the color quantizer 335, including the block
type module 345, the sclection module 355, and the code-
word generation module 360, are further discussed below in
FIGS. 4A-4E.

Bricfly, FIG. 3D is a diagram of a data sequence or string
380 representing the original image 310 that is received by
the block decormposer 315. The data siring 380 of the
original image 310 includes an a-bit header 380z and a b-bit
image data 3806, where a2 and b are integer values. The
header 3802 may include jnformation such as the pixel
width of the image 310, the pixel height of the image 310,
and the format of the image 310, e.g., the number of bits to
the pixel in RGB or YUV format, for example, as well as
other information. The image data is the data 380b repre-
senting the original image 310 itself.

FIG. 3E is a diagram of a data sequence or string 385
representing encoded image data 385 that is generated and
output 320 by the image encoder system 220. The data string
for the encoded image data 385 includes a modified header
portion 3852 and an encoded image block portion 390~
1-390-R. The modified header portion 385a is gencrated by
the header converter 321 from the original header 380a for
the original image 310, The modified beader generated by
the header converter 321 includes information about file
type, 2 number of bits per pixel of the original image 310,
addressing into the original image 3190, other miscellaneous
encoding parameters, as well as the width and height infor-
mation indicating the size of that original image 310. The
encoded image block portion 390-1-R includes the encoded
image blocks 390-1-390-R from the block encoders 318,
where R is an integer value that is the number of blocks
resulting from the decomposed original image 310.

F1G. 3F is a diagram of a data sequence or string 390
representing an encoded image block in accordance with the
present invention. It is undersiood that the data string 390
representing the encoded image block may be similar to any
ooe of the encoded image blocks 390-1-390-R shown in the
encoded image data string 385.

The data string 390 of the encoded image block includes
a codeword section 390a which includes ¥ codewords,
where J is an integer value, and a bitmap section 390b. The
codeword section 390a includes J codewords 390a that are
used to compute the colors indexed by the bitmap 390b. A
codeword is a n-bit dala string, where n is a0 integer value,
that identifies a pixel property, for example a color compo-
neol. In a preferred embodiment, there are itwo 16-bit
codewords 390a, CW0, CW1 (J=2). The bitmap is a Q-bit
data portion and is further discussed below in FIG. 4B.

Further, iu a preferred embodiment, each encoded image
block is 64-bits, which includes two 16-bit codewords and
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a 32-bit (4x4x2 bit) bitmap 395. Encoding the image block
260 as described provides greater system flexibility and
increased data processing efficiency as will be further dis-
cussed below. .

FIGS. 4 A—4E describe the operation of the image encoder
system 220. FIG. 4A describes the general operation of the
image encoder system 220. At the start 402 of operation,
data string 380 of the original irnage 310, that includes the
a-bit header 3804 and the b-bit image data 380b, is inpunt 404
into the block decomposer 315 from the image source 210,
The block decomposer 315 decomposes 406 the original
image 310 1o extract the a-bil header 380z and it to the
header coaverter 321. The block decomposer also 315
decomposes, 406 the original image 310 into image blocks.
Each image block 260 is independently compressed, or
encoded, 410 in the one or more block encoders 318.

The header converter 321 converts 408 the a-bit header to
generate a modified header 385a. The modified header 385a
is forwarded to the encoded image composer 319. Simulta-
neous with the header converter 321 converting 408 the a-bit
header, cach image block is encoded 410 by the one or more
image encoders 318a-318n to generate the encoded image
blocks 390-1-390-R. Again, it is noted that each image
block 260 may be processed sequentially in ome block
encoder 318a or wultiple image blocks 260 may be pro-
cessed io parallel in multiple block encoders 318a-318n.

The encoded image blocks 390 are output from the block
enceders 318 and are placed into a predefined order by the
encoded image composer 319. Ia a preferred embodiment,
the encoded image blocks 390 are ordered in a file from left
to right and top to bottom in the same. order in which they
were broken down by the block decomposer 315, The image
encoder system 220 continues by composing 412 the modi-
fied header information 385a from the header converter 321
and the encoded image blocks 390. Specifically, the modi-
fied header 3854 and the ordered encoded image blocks 390
are concatenated to generate the encoded image data file
385. The encoded image data file 385 is written 414 as
encoded output 320 1o the memory 115, the storage device
120, or the output device 130, for example.

FIG. 4B shows the encoding process 410 for the encoder
system 220 described above in FIG. 2. At the start 418 of
operation, codewords are computed 420. As discussed above
in FIG. 3F, in a preferred embodiment there are two code-
words 390z, CW0, CW1. The process for computed code-
words is further described below in FIG. 4C.

Once the codewords are computed 420 pixel values or
propestics, such as colors, for the image block 260 are
computed or quantized 422. Specifically, the codewords
390a provide points in a pixel space from which M quan-
tized pixel values may be inferred, where M is an integer
value. The M quantized pixel values are a limited subset of
pixels in a pixel space that are used to represent the current
image block. The process for quantizing pixel values, and
more specifically colors, will be described below in FIGS.
4D and 4E. Further, it is noted that the embodiments will
now be described with respect to colors of a pixel value
although one skilled in the art will recognize that in general
any pixel value may be used with respect 1o the present
invention,

In a preferred embodiment, cach pixel is encoded with
twa bits of data which can index one of M quaatized colors
(M=4). Further, in a preferred embodiment the four quan-
lized colors are derived from the two codewords 390a where
two colors are the codewords themselves and the other two
colors are inferred from the codewords, as will be described
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below. It is also possible to use the codewords 390z so that
there is one index to indicate a transparent color and three
indices to indicate colors, of which one color is inferred.

In a preferred embodiment, the bitmap 3906 is a 32-bit
data striog.

The bitmap 390b and codewords 390a are output 424 as
a 64-bit data string representing an encoded image block
390. Specifically, the encoded image block 390 includes the
two 16-bit codewords 390a (n=16) and a 32-bit bitmap
390b. Each codeword 3902 CWO, CW1 that is a 16-bit data
string includes a 5-bit red-channel, 6-bit green-channel, and
5-bit blue-chapnel. .

Each of the encoded image blocks 390 is placed together
390a1-390aR, and concatenated with header information
385a derived from the original header 380a of the original
image 310. The resulting 424 output is the cncoded image
data 385 representing the original image 310.

FIG. 4C describes the process for computing the code-
words for the image blocks 260 in more detail. At the start
426 of the process, the color quantizer 335 uses the block
type module 345 to select 428 the first block type for the
image block 260 that is being processed. For example, one
block type selected 428 may be a four-color and another
block type selected 428 may be a thres-color plus
transparency, where the colors within the particular block
type have equidistant spacing in a color space.

Those of ordinary skill in the art will readily recognize
that selecting a block type for each image is not intended to
be limiting in any way Instead, the present invention may be
limited to processing image blocks that are of a single block
type. This eliminates the need to distinguish between dif-
ferent block types, such as the three and four color block
types discussed above. Consequently, the block type module
345 in FIG. 3B and reference number 428 in FIG. 4C are
optional and are not intended to limit the present invention
in any way.

Once the block type is selected 428, the process computes
430 an optimal analog curve for the block type. Computation
430 of the optimal avnalog curve 430 will be further
described below in FIG. 4D. The analog curve is used to
simplify quantizing of the colors in the image block. After
computing 430 the optimal analog curve, the process selects
432 a partition of the points along the analog curve. A
partition may be defined as a grouping of indices {1 ...
(WxH)} into M nonintersecting sets. In a preferred
embodiment, the indices (1 . . . 16) are divided into three or
four groups, or clusters, (M=3 or 4) depending on the block
type.

Once a partition is selected 432, the optimal codewords
for that particular partition are computed 434. Computation
434 of the optimal codewords is further described below in
FIG. 4E. In addition t0 computing 434 the codewords, an
error value (squared error as describe below) for the code-
words is also computed 436. Computation 436 of the error
values is further described below with respect to FIG. 4E
also, If the computed 436 error value is the first error value
it is stored. Otherwise, the computed 436 error value is
stored 438 only if it is less than the previously stored error
value. For each stored 438 error value, the corresponding
block type 2nd codewords are also stored 440. It is noted that
the process seeks to find the block type and codewords that
minimize the error function.

The process continues by determining 442 if the all the
possible partitions are complete. If there are more partitions
possible, the process selects 432 the next partition and once
again computes 434 the codewords, computes 436 the
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associaled error value, and stores 438 the error value and
stores 440 associated block type and codewords only if the
error value is less than the previously stored error value.

After all the possible partitions are completed, the process
detenmines 444 whether all the block types have been
selected. If there are more block types, the process selects
428 the next block type. Once again, the process will
compute 430 the optimal analog curve, select 432, 442 all
the possible partitions, for cach partition it will compute
434, 436 the codewords and associated error value, and store
438, 440 the error value and associated block type and
codeword only if the error value is less than the previously
stored error value. After the last block type is processed, the
process outputs 446 a result 447 of the block type and
codewords 39042 having the minimum error.

In an alternative embodiment, the optimal analog curve
may be computed 430 before searching the block type. That
is, the process may compute 430 the optimal analog curve
before proceeding with selecting 428 the block type, select-
ing 432 the partition, computing 434 the codewords, com-
puting 436 the error, storing 438 the error, and storing 440
the block type and codeword. Computing 430 the optimal
analog curve first is useful if all the, block types use the same
analog curve and color space because the analog curve does
not need to be recomputed for each block type.

FIG. 4D further describes the process of identifying the
optimal analog curve. The selection module 355 starts 448
the process by computing a center of gravity 450 for pixel
270 colors of an image block 260. Computing 450 the center
of gravity includes averaging the pixel 270 colors of the
image block 260, Once the center of gravity is computed
450, the process identifies 452 a vector in color space o
minimize the first moment of the pixel 270 colors of the
image block 260.

Specifically, for identifying 452 the vector the process fits
a straight linc to a set of data points, which are the original
pixel 270 colors of the image block 260. A straight line is
chosen passing through the center of gravity of the set of
points such that it minimizes the “moment of inertia” (the
means square error). For example, for three pixel properties,
to compute the direction of the line minimizing the moment
of inertia, tensor inertia, T, is calculated from the individual
coloss as follows:

Ch+Ch ~CouCy  -CoiCau
T= Z ~CaCu Ch+Ch ~CyCxu
—CoiCn  ~CuCy  C§+Ch

where C,, C,, and C, represent pixel properties, for example
color components in RGB or YUYV, relative 10 a center of
gravity. In a preferred embodiment of an RGB color space,
Co; is the valuc of red, C; is the value of green, and C,; is
the value of blue for each pixel, i, of the image block.
Further, i takes on integer values from 1 to WxH, so that if
W=4 and H=4, i ranges from 1 to 16.

The cigenvector of tepsor, T, with the smallest eigenvalue
is calculated using conventional methods known to those
skilled in the art. The eigenvector direction along with the
calculated gravity center, defines the axis that minimizes the
moment of inertia. This axis is used as the optimal analog
curve, which in a preferred embodiment is a straight lige.
Those of ordinary skill in the art will readily recognize that
the term optimal analog curve is ool limited solely to a
straight line but may include a set of paramneters, such as
pixel values or colors, that minimizes the moment of inertia
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or means square error when fitted to the center of gravity of
the pixel colors in the image block. The set of parameters
may define any geometric element, such as but not limited
fo a curve, a plane, a trapezoid, or the like.

FIG. 4E illustrates the process undertaken by the code-
word generation module 360 for selecting 432 the partitions,
computing 434, 436 the codewords for the partitions and the
assocjated error, and storing 438, 440 the error value, block
type, and codeword if the error value is less than a previ-
ously stored error value. The process stars 456 with the
codeword generation module 360 projecting 458 the WxH
color values onto the previously constructed optimal analog
curve. The value of WxH is the size in number of pixels 270
of an image block 260. In a preferred embodiment, where W
and H are both 4 pixels, WxH is 16 pixels.

Once the colors are projected 458 onto the analog curve,
the colors are ordered 460 sequentially along that apalog
curve based on the position of the color on the one-
dimensional analog curve. After the colors are ordered 460,
the codeword geoncration module 360 searches 462 for
optimal partitions. That is, the codeword generation module
360 takes the WxH colors (one color associated with each
pixel) that are ordered 460 along the analog curve and
partitions, or groups, them into a fnite number of clusters
with a predefined relative spacing. In a preferred
cmbodiment, where W=4 and H=4, so that WxH is 16, the
16 colors are placed in three or four clusters (M=3 or 4).

In conducting the search 462 for the optimal partition, the
color selection module 360 finds the best M clusters for the
WxH points projected onto the optimal curve, so that the
error associated with the selection is minimized. The best M
clusters are determined by winimizing the mean square error
with the coosiraint that the poinls associated with each
cluster are spaced to conform to the predefined spacing.

In a preferred embodiment, for a block type of four
equidistant colors, the error may be defined as a squared
error along the analog curve, such as

E%= clu..mo(xf'!’c);"zdmax(xi“ ((%Z)P&(('/J)Px))z*zglumr2(*‘:‘
APt PO +E ctuniers(imp1)

where E is the error for the particular grouping or clustering,
Po 2nd py are the coded colors, and x, are the projected points
on the optimal analog curve.

In instances where the block type indicates three equidis-
tant colors, the error may be defined as a squared error along
the apalog curve, such as

E2Z 10 O POV Ectisian (5 ()Pt POV H Z s sreealerps

where, again, E is the error for the particular grouping or
clustering, py and p, are the coded colors, and x; are the
projected points on the optimal analog curve.

After the resulting 447 optimal codewords 390a are
identified, they are forwarded to the bilmap copstruction
module 340. The bitmap construction module 340 uses the
codewords 390z to identify the M colors that may be
specified or inferred from those codewords 390a. In a
preferred embodiment, the bitmap construction module 340
uses the codewords 390a, e.g., CW0, CW1, to identify the
three or four colors that may be specified or inferred from
those codewords 398a.

The bitmap construction wodule 340 constructs a block
bitmap 3906 using the codewords 3904 associated with the
image block 260. Colors in the image block 260 are mapped
to the closest color associated with one of the quantized
colors specified by, or inferred from, the codewords 390a.
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The result is a color index, referenced as ID, per pixel in the
block identifying the associated quantized color.

Information indicating the block type is implied by the
codewords 3902 and the bitmoap 390D. In a preferred
embodiment, the order of the codewords 390a CW0, CW1,
indicate the block type. If a numerical value of CW0 is
greater than a pumerical value of CWI1, the image block is
a four color block. Otherwise, the block is a three color plus
trapsparency block.

As discussed above, in a preferred embodiment, there are
two image block types. One image block type has four
equidistant colors, while the other image block type has
three equidistant colors with the fourth color index used to
specify that a pixel is transparent. For both image block
types the color index is two bits.

The output of the bitmap construction module 340 is an
encoded image block 390 having the M codewords 3902
plus the bitmap 390b. Each encoded image block 390 is
received by the encoded image composer 319 that, in turn,
orders the encoded image blocks 390 in a file. In a preferred
embodiment, the encoded image blocks 390 are ordered
from left 1o right and from top to bottom in the same order
as the blocks were broken down by the block decomposer
315. The ordered file having the encoded image blocks 390
is concalepated with the header information 385a that is
derived from the header 3804 of the original image 310 to
geperate the encoded image data 385 that is the image
encoder system 220 output 320. The image encoder system
220 output 320 may be forwarded to the memory 115, the
storage device 120, or the output device 130, for example.

The image encoder system 220 of the present invention
advantageously reducces the effective data size of an image,
for example, from 24-bits per pixel to 4-bits per pixel.
Further, the present invention beneficially addresses trans-
parency issues by allowing for codewords to be used with a
transparency identifier.

FIG. 5A is a block diagram of an image decoder system
230 in accordance with the present invention. The image
decoder system 230 includes an encoded image decompos-
ing unit 501, a header converter 508, one or more block
decoders 505 (5054-505m, where m is any positive integer
value represeoting the last block decoder), and an image
composer 504. The cncoded image decomposer 501 is
coupled to receive the encoded image data 385 that was
output 320 from the image encoder system 220. The
encoded image decomposer 501 is coupled to the one or
more block decoders 505a-505m. The one or more block
decoders 505a-505m are coupled to the image composer
504 that, in turn, is coupled to the output ***

The encoded image decomposer 501 receives the encoded
image data 385 and decornposes, or breaks, it into its beader
385a and the encoded Image blocks 390-1-390-R. The
encoded image decomposer 501 reads the modified header
385a of the encoded image data 385 and forwards the
modified beader 3854 1o the header converter 508. The
encoded image decomposer 501 also decomposes the
encoded image data 385 into the individual encoded image
blocks 390-1-390-R that are forwarded 1o the one or more
block decoders 505a~505m.

The beader converter 508 converts the modified header
385a to an output header. Simultanecusly, the encoded
image blocks 390-1-390-R are decompressed or decoded by
the oue or more block decoders 505a~505m. 1t is noted that
the each encoded image block 390 may be processed
sequentially in one block decoder 5054 or multiple encoded
image blocks 390-1-390-R may be processed in parallel
with one block decoder 505a-505m for each encoded image
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block 390-1-390-R. Thus, multiple block decoders,

505a-505m allows for parallel processing that increases the
processing performance and efficiency of the image decoder
system 230.

The image composer 504 receives each decoded image
block from the one or more block decoders 5054~505m and
orders them in a file. Further, the image composer 504
receives the converted header from the header converter
508. The converted header and the decoded image blocks are
placed together to generate output 240 data representing the
original image 310.

FIG. 5B is a block diagram of a first embodiment of a
block decoder 505 in accordance with the present invention,
Each block decoder 505a~505rm iucludes a block type
detector 520, one or more decoder unils, e.g., 533a-1 10
533a-k (k is any integer value), and an output selector 523.
The block type detector 520 is coupled to the encoded image
decomposer 501, the output selector 523, and each of the one
or more decoder unils, €.g., 533a-1-533a-k. Each of the
decoder units, e.g., 5332-1-5334a-k, is coupled to the output
selector 523 thal, in turn, is coupled 1o the image composer
504.

The block type detector 520 receives the encoded image
blocks 390 and determines the black type for each encoded
image block 390. Specifically, the block 1ype detector 520
passes a selector signal to the output selector 523 that will
be used to select an output corresponding to the block type
detected. The block type is detected based on the codewords
390a. After the block type is determined, the encoded image
blocks 390 are passed to each of the decoder units, e.g.,
533a-1-533a-k The decoder units, e.g., 533a-1-533q-k,
decompress or decode each encoded image block 390 to
generate the colors for the particular encoded image block
390. The decoder units, e.g., 533a-1-533a-k, may be
c-channels wide (one chanael for each color component {or
pixel property) being encoded), where ¢ is any integer value.
Using the selector signal, the block type detector 520
enables the output selector 523 to output the color of the
encoded image block 390 from omne of the decoder units, e.g.,
$33a-1-533a-k that corresponds with the block type
detected by the block type detector 520. Alternatively, using
the selector signal, the appropriate decoder unit 533 could be
selected so the encoded block is processed through that
decoder unit only.

FIG. 5C is a block diagram of a second embodiment of a
block decoder 505 in accordance with the present invention.
In a second embodiment, the block decoder 505 includes 2
block type detector 520, a first and a second decoder unit
530, 540, and the output selector 523. The block type
detector 520 is coupled to receive the encoded image blacks
390 and is coupled to the first and the second decoder units
530, 540 and the output selector 523.

The block type detector 520 receives the encoded image
blocks 390 and determines, by comparing the codewords
3%0a of the encoded image block 390, the block type for
each encoded image block 390. For example, in a preferred
embodiment, the block type is four quantized colors or three
quantized colors and a transparency. Once the block type is
selected and a selector signal is forwarded to the output
selector 523, the encoded image blocks 390 are decoded by
the first and the sccond decoder units 530, 540. The first and
the second decoder units 530, 540 decode the encoded image
block 390 to produce the pixel colors of each image block,
The output selector 523 is enabled by the block type detector
520 to output the colors from the decoder unit 530, 540 that
corresponds to the block type selected.

FIG. 5D is a logic diagram illustrating one embodiment of
a decoder unit through a red-channel of the that decoder unit
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in accordance with the present invention. Specifically, the
decoder unit is similar to the decoder units 530, 540 illus-
trated in FIG. 5C. Moreover, the functionality of each of
those decoder units 530, 540 is merged into the siogle logic
diagram illustrated in FIG. 5D. Further, those skilled in the
art will understand that although described with respect to
the red-channel of the decoder units 530, 540 the remaining
channels, e.g., the green-channel and the blue-channel, in
each decoder uait 530, 540 are similarly coupled and func-
tionally equivalent.

The logic diagram illustrating the decoder units 530, 540
is showu to include portions of the block type detector 520,
for example a comparator uait 522. The comparator unit 522
works with a first 2x1 multiplexer 5254 and a second 2x1
multiplexer 525b. The comparator unit 522 is coupled to the
first and the second 2x1 multiplexers 525a, 525b. Both 2x1
multiplexers 525a, 525b are coupled to a 4x1 multiplexer
526 that serves to select the appropriate color to output.

The red-channel 544, 546 of the first decoder unit 530
includes a first and a second red-channel line 5514, 5515 and
a first and a second red-color block 550a, 550b. Along the
path of each red-color block 5504, 550b is a first full adder
552a, 552b, a second full adder 554a, 554b, and a CLA
(“carry-look ahead”) adder 556a, 556b. The first and the
second red-channel lines 551a, 5515 are coupled to the first
and the second red-color blacks 550a, 5505, respectively.
Each red-color block 558a, 5505 is coupled to the first fuil
adder 552a, 552b associated with that red-color block 550a,
850b. Each first full adder 552a, 552b is coupled to the
respective second full adder 5544, 554b. Each second full
adder 554a, 554b 3s coupled to the respective CLA adder
556a, 556b.

The second decoder unit 540 comprises the first and the
second red-channel lines 5514, 5515 and the respective first
and second red-color blocks 5504, 550b and an adder 558,
The first and the second channel lines 551a, 551b ace
coupled to their respective red-color blocks 550a, 5506 as
described above, Each red-color block 5502, 5506 is
coupled to the adder 558.

The CLA adder 556a from the path of the first red-color
block 550a of the first decoder unit 530 is coupled 1o the first
2x1 multiplexer 5252 and the CLA adder 5565 from the path
of the second red-color block 5506 of the first decoder unit
530 is coupled to the second 2x1 multiplexer 525b. The
adder 558 of the second decoder unit 540 is coupled 1o both
the first and the second 2x1 mulliplexcrs 525a, 525b.

The 4x1 multiplexer 526 is coupled to the first and the
second red-channel lines 551a, 5515, as well as to the first
and the second 2x1 multiplexers 525a, 525b. The 4x1
multiplexer 526 is also coupled fo receive a transparency
indicator signal that indicates whether or not a transparency
(no color) is being sent. The 4x1 multiplexer 526 selects a
color for output based on the value of the color index,
referenced as the 1D signal, that references the associated
quantized color for an individual pixel of the encoded image
block 390.

FIG. 6A is a flow diagram illustrating operation of the
decoder system 230 in accordance with the present inven-
tion. For purposes of illustration only, the process for the
decoder system 230 will be described with a single block
encoder 505 having two decoding unils, e.g., 530, 540.
Those skilled in the art will recognize that the process is
functionally equivalemt for decoder systems having more
than one block decoder 505 and more than one decoder
uaits, e.g., 533a-1-533a-k.

The process starts 600 with the encoded image decom-
poser 501 receiving 6035 the encoded, or compressed, image
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data 3835 from.the encoder system 220, for example, through
the memory 115 or the storage device 120. The encoded
image decomposer 501 decomposes 610 the encoded image
data 385 by forwarding the modified header 385a lo the
beader converter 508. In addition, the encoded image
decomposer 501 also decomposes 610 the encoded image
data 385 into the individual epcoded image blocks 390-
1-390-R.

The beader converter 508 converts 612 the header infor-
mation to generate an output header that is forwarded to the
image composer 504. Simultaneously, the one or more block
decoders 505a-505m decodes 615 the pixel colors for each
encoded image block 390. It is again noted that each
encoded image block 390 may be decoded 615 sequentially
in one block decoder 505a or multiple encoded image blocks
390-1-390-R may be PATENT decoded 615 in parallel in
multiple block decoders 505a-~505m, as described above.
The process for decoding the encoded image blocks 390 is
further described in FIG. 6B. Each decoded 615 image block
is then composed 620 into a dala file with the converted 612
header information by the image composer 504. The image
composer 504 generates the data file as an output 625 that
represents the original image 310.

FIG. 6B is a flow diagram illustrating operation of the
block encoder 505 in accordance with the present invention.
Once the process is started 630, each encoded image block
390 is received by the block decoder 505 and the block type
for each encoded image block 390 is detected 640.
Specifically, for a preferred embodiment the first and the
second codewords 3902, CWO0, CWI1, respectively, are
received 635 by the block type detector 520 of the block
decoder 505, As discussed above, comparing the numerical
values of CW0 and CW1 reveals the block type.

In addition, the first five bits of each codeword 390a, e.g.,
CW0, CW], that represent the red-chanpel color are
received by the red-channel 545 of each of the first and the
second decoder units 530, 546, the second 6-bits of each
codeword 390a CW0, CW1 that represent the green-channel
color are received by the green-channe] of each of the first
and the second decoder units 530, 540, and the last 5-bits of
each codeword 390a CW0, CW1 that represent the blue-
channel color are received by the blue-chanuel of each of the
first and the second decoder unitls 530, 540.

The block type detector 520 detects 640 the block type for
an encoded image block 390. Specifically, the comparator
522 compares the first and the sccond codewords 390a,
CW0, CW 1, and generates a flag signal to enable the first
2x1 multiplexers 5254 or the second 2x1 multiplexers 5255
which, in turn, selects 645 either the first decoding unit 530
or the second decoding unil 540, respectively. The process
then calculates 650 the quantized color levels for the
decoder units 530, 540. .

To calculate 650 the quantized color levels, the frst
decoding unit 530 calculates the four colors associated with
the two codewords 3902, CW0, CW1, using the following
relationship:

CW=first codeword=first color;
CWl=second codeword=sccond color;
CW2=third color=(¥CWO+{(A)ICWL;
CW3=fourth color=(V5)CWO+{})CWIL.

In one embodiment, the first decoder unil 530 may
estirmate the above equations for CW2 and CWS3, for
example, as follows:

CW2=(%)CWO+(¥%)CWIE; and

Copy provided by USPTO trom the PIRS Image Database on 04/15/2010

[E R



US 6,683,978 Bl

15

CWI=(YCWO+HC WL,

The red-color blocks 550a, 550b scrve as a one-bit shift
register o get (B)CWO or (42)CW1 aod each full adder
552a, 552b, 554a, 554b also serves to shift the signal left by
1-it. Thus, the signal from the first fuil adders 5524, 552b is
(Y%)CWO or (Y4)CWI1, respectively, because of a two-bit
overall shift and the signal from the second full adders 554a,
554b is (A)CWO or (B)CWI, respectively, because of a
three-bit overall shift. These values allow for the above
approximations for the color signals.

The secoud decoder unit 540 calculates 650 three colors
associated with the codewords 3902, CW0, CW1, and
includes a fourth signal that indicates a transparency is being
passed. The second decoder upit 540 calculates colors, for
example, as: :

CWO~first codeword=first color;
CWlssecond codewordssecond color;
CW3=third color=(%)CWD+(%)CWI; and
T=Transparency.

In one embodiment the second decoder unit 540 has no
approximation because the signals received from the red-
color blocks 550a, 5505 is shifted left by one-bit so that the
color is already calculated to (4)CW and (2)CW1, respec-
tively.

After the quantized color levels for the selected 645
decoder unit 530, 540 have been calculated 650, each bitmap
value for each pixel is read 655 from the encoded image data
block 385. As each index is read 655 it is mapped 660 to one
of the four calculated colors if the first decoder unit 530 is
selected 645 or one of the three colors and transparency if
the second decoder unit 540 is selected. The mapped 660
colors are selected by the 4x1 multiplexer 526 based on the
value of the ID signal from the bitmap 3905 of the encoded
image block 390. As stated previously, a similar process
occurs for selection of colors in the green-chanuel and the
blue-chanoel.

As the colors are output from the red-, green-, and
blue-channels, the output is received by the image composer
504. The image composer 504 orders the output from the
block encoders 505 in the same order as the original image
310 was decomposed. The resulting 665 image that is output
from the image decoder system 230 is the original image that
is forwarded to an output source 240, e.g., a compuler
screen, which displays that image.

The system and method of the present invention benefi-
cially allows for random access 1o any desired image block
260 within an image, and any pixel 270 within an image
block 260. FIG. 7A is a block diagram of a subsystem 700
that provides random access 1o a pixel 270 or an image block
260 in accordance with the prcsent invention. PATENT The
random access subsystem 700 includes a block address
computation module 719, a block fetching module 720, and
the one or more block decoders 505. The block address
computation module 710 is coupled to receive the beader
information 385a of the encoded image data 385. The black
address computation module 710 is alse coupled to the block
fetching module 720. The block fetching module 720 is
coupled 10 receive the encoded image block portion 390-1-R
of the encoded image data 385. The block fetching module
720 is also coupled to the block decoders 505.

FIG. 7B is a flow diagraro illustrating a process of random
access to a pixel 270 or an image block 260 using the
random access subsystem 700 in accordance with the
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present invention. When particular pixels 270 bave been
identified for decoding, the process starts 740 with the {mage
decoder system 230 receiving the encoded image data 385.
The modified header 385a of the encoded image data 385 is
forwarded to the block address computation module 710 and
the encoded image block portion 390-1-R of the encoded
image data 385 is forwarded to the block feiching module
720.

The block address computation module 718 reads the
modified header 3852 to compute 745 the address of the
encoded image block portion 390-1-R having the desired
pixels 270, The address computed 745 is dependent upon the
pixel coordinates within an image. Using the computed 745
address, the block fetching module 720 identifies the
encoded image block 390 of the encoded image block
portion 390-1-R that has the desired pixels 270. Once the
encoded image block 390 having the desired pixels 270 has
been identified, only the identified encoded image block 390
is forwarded to the block decoders 505 for processing.

Similar to the process described above in FIG. 6B, the
block decoders 505 compute 755 the quantized color levels

for the identified encoded image blocks 390 having the
desired pixels. After the quantized color levels have been

computed 755, the color of the desired pixel is selected 760
and output 765 from the image decoder system 230.

Random access to pixels 270 of an image block 260
advaotageously allows for selective decoding of only needed
portions or sections of an image. Random access also allows
the image to be decoded in any order the data is required. For
example, in three-dimensional texture mapping only por-
tions of the texture may be required and these portions will
generally be required in some non-sequential order. Thus,
the present invention increases processing cfficiency and
performance when processing only a portion or section of an
image.

The present invention beneficially encodes, or
compresses, the size of an original image 310 from 24-bits
per pixel to an aggregate 4-bits per pixel and then decodes,
or decompresses the encoded jmage data 385 to get a
representation of the original image 310. Further, the
claimed invention uses, for example, two base points or
codewords from which additional colors are derived so that
extra bils are not necessary to identify a pixel 270 color.

Moreover, the present invention advantageously accom-
plishes the data compression on an individual block basis
with the same pumber of bits per block so that the com-
pression rale can remain fixed. Further, because the blocks
are of fixed size with a fixed number of pixels 270, the
present invention beneficially allows for random access to
any particular pixel 270 in the block. The present invention
provides for an efficient use of system resources because
entire blocks of data are not retrieved and decoded to display
data corresponding to only a few pixels 270.

In addition, the use of a fixed-rate 64-bit data blocks in the
present invention provides the advantage of having simpli-
fied header information that allows for faster processing of
individual data blocks. Also, a 64-bit data block allows for
data blocks to be processed rapidly, e.g., within one-clock
cycle, as the need to wait until a full data striog is assembled
is climinated. Further, the present invention also reduces the
microchip space necessary for a decoder system because the
decoder system only needs to decode each pixel to a set of
colors determined by, e.g., the two codewords.

While particular embodiments and applications of the
present inveation have been Mustrated and described, it is to
be understood that the inveantion is not lmited to the precise
construction and components disclosed herein and that vari-
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ous modificatiops, changes and variations which will be

apparent to those skilled in the art may be made in the
arrangement, operation and details of the method and appa-
ratus of the presest inveotion disclosed herein without

departing from the spirit and scope of the invention as s

defined in the appended claims.

What is claimed is:

1. A data format for represeating an original image block
having a pixel color set, comprising:

a codeword portion for storing at least two codewords;

a bitmap portion for storing a set of indices, the bitmap
portion coanstructed by a bitmap construction module
utilizing the codeword portion associated with the
bitmap portion; and

wherein said codewords define at least three colors that
appraximate the pixel color set, and said indices map
the pixel color set to at least one of said at least three
colors.

2. The data format of claim 1, wherein said set of indices

includes a predefined index.

3. The data format of claim 2, wherein said predefined
index is for mapping a transparency identifier associated
with the original image block.

4. The data format of claim 2, wherein said predefined
index is for mapping an alpha value associaled with the
original image block.

S. The data format of claim 2, wherein said predefined
index is for mapping a color key value associated with the
original image block.

6. The data format of claim 1, wherein said codeword
portion includes a first portion for storing a first codeword
and a second portion for storing a second codeword; and
wherein said first codeword and said second codeword are
used to indicate a block type for the original image block.

7. The data format of claim 1, wherein said codeword
portion includes a first portion for storing a first codeword
and a second portion for storing a second codeword; and
wherein said at least three colors includes at least two
computed colors if said first codeword is greater than said
second codeword.

8. The data format of claim 1, wherein said codeword
portion includes a first portion for storing a first codeword
and a second portion for storing a second codeword; and
wherein said at least three colors includes at least one
computed color and said set of indices includes a predefined
index if said first codeword is less than said second code~
word.

9. The data format of claim 1, wherein said at least three
colors are computed using a geometric element fitted 1o said
pixel color set so that said geomeltric clement has a minimal
momeat of inertia.

10. The data format of claim 1, wherein said at leasi three
colors includes one of said at least two codewords.

11. A data format for representing an origioal image block
having a pixel color set, comprising:

a codeword portion for storing at least one codeword;

a bitmap portion for storing a set of indices, said set of
indices includes an available index for representing a
transparency identifier, the bitmap portion constructed
by a bitmap construction module utilizing the code-
word portion associated with the bitmap portion; and

wherein said codeword defines a set of colors that
approximate the pixel color set, and said jundices map
the pixel color set 1o at least one color in said set of
colors.

12. The data format of claim 11, wherein said set of colors

includes said at least one codeword and a computed color.
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13. The data format of claim 11, wherein said set of colors
includes at least three colors.
14. A data format for representing an original image block
having a pixel color set, comprising:
a codeword portion for storing at least one codeword;
a bitmap portion for storing a set of indices;
wherein said at Jeast one codeword defines a set of colors
that approximate the pixel color set, and said indices
map the pixel color set to at least one color in said set
of colors; and

wherein said set of colors are computed using a geometric
element fitted to said pixel color set so that said
geometric clement has a minimal moment of inentia.

15. An encoded image data format for representing an
original image partitioned into at least two image blocks,
said image blocks each having a corresponding pixel color
sel, the data format comprising:

at Jeast two encoded image block portions, one of said
encoded image block portions having a codeword por-
tion for storing at least two codewords, and 2 bitmap
portion for storing a set of indices, the bitmap portion
constructed by a bitmap construction module utilizing
the codeword portion associated with the bitmap por-
tion; and

wherein said at least two codewords define at least three
colors that approximate the pixel color set of one of the
original image blocks, and said indices map the pixel
color set to at least one of said at least three colors.

16. The data format of claim 15, further including a
header partion.

17. The data format of claim 15, wherein said set of
indices iacludes a predefined index.

18. The data format of claima 17, wherein said predefined
index is for mapping a transparency identifier associated
with the original image block.

19. The data format of claim 17, wherein said predefined
index is for mapping an alpha value associated with the
original image block.

20. The data format of claim 17, wherein said predefined
index is for mapping a color key value associated with the
original image block.

21. The data format of claim 15, wherein said set of colors
are computed using a geometric element fitted to said pixel
color sel so that said geometric element has a minimal
momeat of inertia.

22. The data format of claim 15, wherein said al least three
colors includes one of said at least two codewords.

23. Ap encoded image data format for representing an
original image partitioned Inta at least a first image block
having a first pixel color set and a second image block
having a sccond pixel color set, the data format comprising:

a first encoded image block having a first portion for
storing a first codeword, a second codeword, and a first
bitmap portion for storing a first set of indices;

a second encoded image block having a second portion
for storing a third codeword, a fourth codeword, and a
second bitmap portion for storing a second set of
indices;

wherein said first and second codewords define a first set
of colors that appraximate the first pixel color set, and
said first set of indices map the first set of colors to the
first pixel color set; and

wherein said third and fourth codewords define a second
set of colors that approximate the second pixel color
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set, and said second set of indices map the second set 27. The data format of claim 23, wherein said second set
of colors to the secound pixel color set. of colors includes at least three colors.
24. The encoded image data format of claim 23, wherein 28. The data format of claim 23, wherein said second set
said first set of colors includes at Jeast three colors. of colors includes s2id third codeword.
25. The data format of claim 23, wherein said first set of 5 29. The data format of claim 23, wherein said second set
colors includes at least said first codeword. of colors includes said fourth codeword.
26. The data format of claim 23, wherein said first set of
colors includes said second codeword. L T
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160 ABSTRACT

An image processing systemn including an image encoder
and image decoding system is provided. The image encoder
system includes an image decomposer, a block encoder, and
anp encoded image composer. The image decomposer
decomposes the image into blocks. The block encoder which
includes a selection module, a codeword generation module
and a construction module, processes the blocks,
Specifically, the selection module computes a set of param-
eters from image data values of a set of image elements in
the image block. The codeword generation odule gener-
ates codewords which the construction module uses to
derive a set of quantized image data values. The construction
module then maps each of the image element’s original
image data values to an indeX to one of the derived image
data values. The image decoding system reverses this pro-
cess to reorder decompressed image blocks in an output data
file.
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FIXED-RATE BLOCK-BASED IMAGE
COMPRESSION WITH INFERRED PIXEL
VALUES

CROSS-REFERENCES TO RELATED
APPLICATIONS

This application is a continvation-in-part application of
Ser. No. 09/351,930 filed Jul, 12, 1999 now U.S. Pat. No.
6,658,146, which is a continuation of Ser. No. 08/942,860
filed Oct. 2 1997, now U.S. Pat. No. 5,956,431 issued Sep.
21, 1999.

BACKGROUND OF THE INVENTION

1. Field of the Invention )

The present invention relates geperally to image
processing, and more particularly to three-dimensional ren-
dering using fixed-rate image compression.

2. Description of Related Art

Conventionally, generating images, such as realistic and
animated graphics on a computing device, required iremen-
_dous memory bandwidth and processing power op a graph-
ics system. Requirements for memory and processing power

are particularly true when dealing with three-dimensional -,

images. In order to reduce bandwidth and processing power
requirements, various compression metbods and systems
have been developed including Entropy or Jossless encoders,

5

it
o

15

Discrete Cosine Transform (“DCT”) or JPEG type -

compressors, block truncation coding, and color cell com-
pression. However, these methods and systems have numer-
ous disadvantages.

Entropy or lossless encoders include Lempel-Ziv encod-
ers which rely on predictability. For data compression using

entropy eocoders, a few bits are vsed to encode most

commonly occurring symbols. In stationary systems where
probabilities are fixed, entropy coding provides a Jower
bound for compression than cap be achjeved with a given
alphabet of symbols. However, coding does not allow ran-
dom access 10 any given symbol. Part of the compressed
data preceding a symbol of interest must be first fetched and
decompressed to decode the symbol, requiring considerable
processing lime and. resources, as well as decreasing
memory throughput. Anotber problem with existing Entropy
methods and systems is that no guaranteed compression
factor is provided. Thus, this type of encoding scheme is
. impractical where memory size is fixed.

Discrete Cosine Trapsform or JPEG-type compressors
allow users to select a level of image quality, With DCT,
uncorrelated coefficients are produced so that each coeffi-
cient can be treated independently without loss of compres-
sion efficiency. The DCT coefficients can be quantized using
visually-weighted quantization values which selectively dis-
card least important information.

DCT, however, suffers from a number of shortcomings,
One problem with DCT and JPEG-type compressors is a
requirement of Jarge blocks of pixels, typically, 8x8 or
16x16 pixels, as a minimally accessible unit in order to
oblain a reasonable compression factor and quality. Access
to a very small area, or even a single pixe] involves fetching
a large quantity of compressed data; thus requiring increased
processor power and memory bandwidth, A second problem
is that the compression factor is variable, therefore requiring

50

a complicated memory management systein that, i, turn, ~

requires greater processor resources. A third problem with
DCT snd JPEG-type compression is that using a large
compression factor significantly degrades image quality. For

2

example, an unage may be cons:derably distorted with a
form of ringing around edges in ‘the image as well as
noticeable color shifts in areas of the image. Neither artifact
can be removed with subsequent low-pass filtering.

A further disadvantage with DCT apd JPEG-type com-
pression is the complexity and s:gmﬁcanl hardware cost for
a compressor and decompressor (“CODEC’ ). Furthermore,
high latency of a decompressor results in a largc additional
hardware cost for buffering throughout the system to com-

" pensate for the latency. Finally, DCT and JPEG-type com-

pressors may not be ablé 1o compress a color keyed image.

Block truncation coding (“BTC”) and color cell compres-
sion (“CCC”) use a local one-bit quantizer on 4x4 pixel
blocks. Compressed data for such a block consisis of only
two colors and 16-bits that indicate which of the two colors
is assigned to each of 16 pixels. Decoding a BTC/CCC
image consists of using a multiplexer with a look-up table so
that once a 16-texel (or lexture element, which is' the
smallest addressable unit of a texture map) block (32-bits) is
retrieved from memory, the individual pixels are decoded by
looking up the two possible colors for that block .and
selecting the color according o an assaciated bit from 16
decision bits. .

Because the BTC/CCC mc:hods quanlize cach block to
just two color levels, significint image degradation may
occur. Further, a two-bit variation of CCC stores the two
colors as 8-bit indices into a 256-entry color lookip table.
Thus, such pixel blocks canoot be decoded without ferching
additional information which may consume addmonal
memory bandwidth.. .

The BTC/CCC methods and systems can use a 3-bit per
pixel scheme which stores the two colors as 16-bit values
(not indices into a table) resulting in pixel blocks of six -
bytes. Feiching such units, however, decreases system per-
formance because of additional overhead due to memory
misalignment. Another problem associated with BTC/CCC
methods is a high degradation of image quality when used
to compress images that use color keying to indicate trans-
parent pixels.

Thercfore, there is a need for a system and method that
maximizes accuracy of compresseéd imdges while minimiz- -
ing storage, memory bandwidth requirements, and decoding
hardware complexities: There is a funiher need for com-
pressing image dala blocks into convenient sizes 1o maintain
alignment for random - access (o any one or-more pixels.

SUMMARY OF THE INVENTION _

The present invention provides for fixed-rate block based
image compression with isferred pixel values. An image
processing system includes an image encoder engine and an
image decoder engine. The imajge encoder engine includes
an jmage decomposes, at Jeast one block encoder, and an
encoded image composer. The block decomposer decom-
poses an original image into a header and a plurality of -
blocks which are composed of a plurality of image elements
or pixels. The block encoder subsequently processes .cach
block. The block epcoder includes a selection module, a

codeword generation module, and a construction module. .

Spcclﬁca.lly, the sélection module computes a set of param-
eters from image data values of each set of image elements..
The codeword generation module then § generates codewords
which are reference image data values such as colors or
density values. Subscquently, the constriction module uses
the codewords to derive a set of quantized image data
values. The copstruction module then maps each of the.
image element’s original image data values with an index to

Copy provided by USPTO from the PIRS limage Database on 04/15/2010
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one of the derived image data values. Finally, the codewords
and indices are output as encoded image blocks.

Conversely, the image decoder epgine ipcludes an

encoded image decomposer, at least one block decoder, and -

an image composer. The image decomposer lakes the
encoded jmage and decomposes the encoded jmage into a
header and plurality of encoded image blocks. The block

decoder uses the codewords in the encoded image blocks to

generale a set of derived image data values. Subsequently,
the block decoder maps the index values for each image
element (o one of the derived image data values. The image
composer then reorders the decompressed image blocks in
an output data file, which is forwarded to a display device.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a data processing system,
according to an embodiment of the present invention;

FIG. 2 is a block diagram of an image processing system; |

FIG. 3A is a block diagram of one embodiment of an
image epcoder systerm;

F1G. 3B is a block diagram of an alternative embodiment
of an jmage encoder sysiem;

20

4

line, alternatively, the data bus 114 may be a combination of
a processor bus, a PCI bus, a graphic bus, or an ISA bus.

FIG. 2 is a block diagram of an cxemplaxy image pro-
cessmg system 200. In one embodiment, the image process-
ing system 200 is contained within the graphics engine 112
(FIG. 1). The image processing system 200 inchudes an
image encoder engme 202 and an image decoder engine 204.
The jmage prooessmg system 200 may also include, or be
couplcd lo, an image source unit 206 which promdes irnages
to the image encoder engine 202. Fusther, the image pro-
cessing system 200 may include or be coupled to an output
unit 208 to which processed images are forwarded for
storage or further processing. Additionally, the image pro-
cessing system 200 may be coupled 1o the memory 104
(F1G. 1) and the storage device 106 (FIG. 1) In an altema-
live embodiment, the image encoder engine 202, and the
image decoder engine 204 are coptained within different
computing devices, and the encoded i lmagcs pass between
the two engines 202 and 204,

Within the image encoder engine 202, images are broken

- down jnto individual blocks and processed beforc being™

FIG. 3C is a graphical representation of an image block

FIG. 3D is a graphical representation of a three-
dimensiopal image block;

FIG. 4 is a block diagram of an image block encoder of
FIG. 2A, 34, or 3B;

FIG. 5A is a data sequence diagram of an original image;

FIG. 5B is a data sequence diagram of encoded image

data of an original image output from the image encodcr
system;

FIG. 5C is a data sequence diagram of an encoded image
block from the image block encoder of FIG. 4;

FIGS. 6A-6E are flowcharis illustrating encoding
pracesses, according 1o the present invention;

F1G. 7A is a block diagram of an image decoder system;

FIG. 7B is a block diagram of one embodiment of 2 block
decoder of FIG. 74;

FIG. 7C is a block diagram of an alternative embodiment
of a block decoder of FIG. 7A;

FIG. 7D is a logic diagram illustrating an exemplary
decoder unit, according to the present invention;

FiG. 8A is a flowchant illustrating a decoding process of
the image decoder of FIG. 2;

FIG. 8B is'a Bowchart illustrating operations of the block

encoder of FIG. 7A;

FIG. 9A is a block diagram of a subsystem for random
access 1o 2 pixel or an image block; and

FIG. 9B is a flowchart illustrating random access 1o a
pixel or an image block.

DESCRIPTION OF THE PREFERRED
EMBODIMENT

F1G. 11is a block diagram of 2 data processing system 100
for implementing the present invention. The data processing
system 100 includes a CPU 102, a memory 104, a storage
device 106, ioput devices 108, outpuf devices 110, and a
graphics engine 112 all of which are coupled 1o 2 system bus
114, The memory 104 and storage device 106 store data
within the data processing system 100, The input device 108
inputs data into the data processing system 100, while the
output device 110 receives data from the dala processing
system 100. Although the data bus 114 is shown as & single

35

30

45

50

55

forwarded, for examplc, to the storage device 106 as com-
pressed or encoded image date. When the-encoded image

"data are ready for further processing, the encoded image data

are forwarded to thé image decoder engine 204. The image
decoder -engine 204 receives the encoded image data and
decodes the data 10 generale an ‘outpt that isa representa-
tion of the original image thal was réceived from the i 1magc :
source unit 206.

FIGS. 3A and 3B are block disgrams xllustratmg two
exemplary embodiments of the image encoder engine 202 of
FIG. 2. The image encoder engine 202 includes an image
decomposer 302, a beader converter 304, one or more block
encoders 306 in FIG. 3A (3064-306n, where n is the nth
encoder i FIG. 3B), and an encoded image composer 308.
The image decomposer 302 is coupled 1o receive an original -
image 310 from a source, such as the image source urit 206
(FIG. 2), and forwards information from 2 header of the
Original image 310 to the header comverter 30M.
Subsequently, the header converter 304 modifies the original
beader 1o generate a modificd beader, as will be described-
further in connection with FIG. 5B. The i image dccomposcr'
302 also breaks, or decomposes, the original image 310 into
R pumbers of i image blocks, where R is any mleger value.
The number of image blocks the origipal image 310 is
broken into may depend on the pumber of image.pixels. In
an exemplary embodiment, the image 310 baving A image
pixels by B image pixels will, typically, be (A/4)x(B/4)
blocks. For example, an image that is 256 pixels by 256
pixels will be broken down into 64x64 blocks. In the present
embodiment, the image is decomposed such that each image
block is 4 pixels by 4 pixels (16 pixels). These skilled in the

art will recognize that the number of pixels or the image * -

block size may be varied.

Briefly mrning to F1G. 3C, an example of a single image’
block 320 is illustrated. The image block 320 is composed
of image elements (PIXC]S) 322.The i image block 320 may
be defined as an image region W pixels in width by H pixels

i hexghl. In the embodiment of FIG. 3C, the image block . -

320 is W=4 pixels by Hwd pixels (4x4).

I an aliernative embodiment, the origipal image 3]0
(F1G. 3A or 3B) may be a three-dimensiona] volume data set
as shown in FIG. 3D. FIG. 3D illustrates 2n cxemplary
Ihree-dimensional image block 330 made up of sixleen
image clements (volumc pixels or voxels) 332. lmage block
330 is defined as an image region W voxels in wxdth H
voxels in height, and D voxels in depth.- -

Copy provided by USPTO from the PIRS Image Dalabase on 04/15/2010
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The three-dimensional volume data sel may be divided

into image blocks of any size or shape. For example, the.

image may be divided along a z-axis inlo a plurality of
xxyx2z sized images, where z=1, Each of thése xkyx1 images
may be treated similarly with two-dimensiopal images,
where each xxyx1 image is divided into two-dimensional
image blocks, as described above with respect to FIG. 3C.
However, decomposing the three-dimensional image into
two-dimensional “slices” for compression does not fully
vtilize the graphical similarities thal may exist in the z
(depth) direction in a three-dimensional image. To utilize
such similarities, the volume data may be decomposed into
a plurality of three-dimensional image blocks, Tt will be
understood that in aliernative embodiments, other combipa-
tions of WxHxD are possible, and may be more desirable,
depending on the data being compressed.

This type of three-dimensional image data is used, for
example, in medical imaging applications such as ultrasound
or magnetic resonance imaging (“MRI”). In such an
application, 2 body part is scanned to produce a three-
dimensional matrix of fmage elements (i.e., image.block
comprised of voxels 320). The image is x voxels wide by y
voxels high by z voxels deep. In this example, each voxel
provides density data regarding characteristics of body tis-
sue, In ultrasound applications, each voxel may be provided
with 2 brightness level indicating the sirength of echoes
received during scapning.

In the embodiment of FIG. 3D, the original image 310 is
a three-dimensional data volume where the image data are
density values. lo alternative embodiments, other scalar data
types may be represented in the original image 310, such as
wrapsparency of elevation data. In further embodiments,
vector data, such as the data used for “bump maps”, may be
reprcsenlcd

Referring back 1o FIGS. 3A and 3B, each block encoder
306 receives an image block 320 from the image decom-
poser 302, and encodes or compresses cach image block
320. Subsequently, each encoded image block is forwarded
to the encoded image composer 308 which orders the
encoded imagc blocks in a data file. Next, the data file from

* the encoded image composer 308 is concatenated with the
‘modified header from the header converter 304 to generate
an encoded jage data file thal is forwarded 1o an ouiput
312. Thus, the modified header and the encoded image
blocks together form the encoded image data that represent
the original image 310. Alternatively, having wore than ope
block encoder 306a-306n, as shown in FIG. 3B, allows for
encoding multiple image blocks simultancously, one image
block .per block encoder 306a-306n, within the image
encoder engine 202. Advantageously, simultaneous encod-
ing increases image processing efficiency and performance.

The image data associafed with the original image 310
may be in aoy one of a variety of formais including
red-green-blue (“RGB") YUV 420 (YUV are color models
representing lummosny and color difference signals), YUV
422, or a propriety color space. In some cases, conversion to
a dxiferenl color space before encoding the original image
310 may be useful. In one embodiment, each image block
320 is a 4>4 set of pixels where each pixel 322 is 24-bits in
size. For each pixel 322, there arc 8-bits for a Red("R™)-
channel, 8-bits for a Green(“G”) channel, and 8-bits for a
Blue(“B")-channel in a0 RGB implementation color space.
Alternatively, each encoded image block is also a 4x4 set of
pixels with each pixel being only 2-bits in size and having
an aggregate size of 4-bits as will be described further below.

FI1G. 4 is a block diagram illustrating an exemplary block

encoder 306 of FIGS. 3A and 3B. The block epcoder 306 .
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includes a quantizer 402 and a bitmap construction module
404. Further, the quantizer 402 includes a block type module
406, a curve selection module 408, and a codeword genera-
tion module 410

Each Jmage block 320 (FIG. 3C) of the decompaosed
original image 310 (FIGS. 3A and 3B) is received and
injtially processed by the quantizer 402 before being for-
warded to the bitmap coustruction module 404, The bitnzap .
copstruction module 404 outputs encoded image blocks for
the encoded image composer 308 (FIGS. 3A and 3B) to
order. The bitmap construction module 404 and the modules
of the quantizer 402 are described in more detail below.

Briefly, FIG. 5A is a diagram of a data sequencer or string
500 representing the original image 310 (FIGS. 3A and 3B)
that is recéived by the block decomposer 302 (FIGS. 3A and
3B). The data string 500 includes an a-bit header 502 2nd a
f-bit image data 504. The beader 502 may include infor-
malion such as pixel width, pixel height, format of the
original image 310 (e.g., number of bits to the pixel in RGB
or YUV format), as well as other information, The image
data 504 are data representing the original image 310, itsclf.

FIG. 5B is a diagram of a data sequence or string 510 -
representing encoded image data that are generaled by the

-image encoder engine 202 (FIG. 2). The encoded image data

string 510 includes a modified header portion 512-and an
encoded Lmagc block portion 514, The modified header
portion 512 is generated by the header converter 304 (FIGS.
3A and 3B) from the original a-bit header 502 (F1G.5A) and
includes information about file type, number of bits per pixel
of the original image 310 (FIGS. 3A and 3B), addressing in
the original image 310, other miscellaneous encoding -
perameters, as well as the width and height information.
indicating size of the original image 310. The encoded
image block portion 534 includes encoded image blocks
516a—q from the block encoders 306 (FIGS. 3A and 3B)
whese q is the number of blocks resulting from the decom-
posed original image 310,

FIG, 5C is a diagram of a data sequence or siring 518
representing an encoded image block. The data string 518
may be similar to any one of the encoded image blocks
516a—g (FIG. 5B) shown in the encoded fmage data siring
510 of FIG. 5B.

The encoded image block data string 518. includes a
codeword section 520 and a bitmap section 522. The code-
word scction 520 includes j codewords, where j is ap integer
value, that are used to compute colors of other image data .
indexed by the bitmap section 522. A codeword is an n-bit
data string that identifies a pixel properly, such as color
component, density, transparency, or other image data val-
ues. In one embodiment, there are two 16-bit codewords,
CW, and CW, (j=2). The bitmap section 522 is a Q-bit daia
portion and is described ig more detail in connection with
FIG. 6B.

In an alterpative cmbodxmenl each epcoded image block
is 64-bits, which includes two 16-bit codewords and a 32-bit
(4x4x2 bil) bitmap 522. Encoding the image block 320
(FIG. 3C) as described aboyve provides greater system flex-
ibility and increased data processing efficiency. In 2 funther
exemplary emobodiment, each 32-bit bitmap section 522 may
be a three-dimensional 32-bit bitmap,

FIGS. 6A~6E describe operations of the image encoder
engine 202 (F1G. 2). In flowchart 600, a general operation of
the image encoder engine 202 is shown. In block 602, a data

65 string 500 (FIG. 5A) of the original image 310 (FIGS. 3A

and 3B), which includes the a-bit beader 502 (FIG. SA) and
the B-bit image data 504 (FIG. 5A), is jnput into the image
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decomposer 302 (F1GS. 3A and 3B). The image decomposer
302 decomposes the image 310 into the c-bit header and a
plurality of blocks in block 604. The a-bit header 502 is then
forwarded to the header converter 304 (FIGS. 3A and 3B).
Subsequently, the header converter 304 generates a modified
header 512 (FIG. 5B) from the a-bit header 502 iu block
606. The modified header 512 is then forwarded to the
encoded Image composer 308 (FIGS. 3A and 3B).
Simultaneous with the beader conversion process, each
image block 320 is encoded in block 608 by one or more of
the block encoders 306a-306n (FIGS. 3A and 3B) to gen-
erate the encoded image blocks 516 (FIG. 5B). Each image
block 320 may be processed sequentially in onme block
encoder 306, or multiple image blocks 320 may be pro-
cessed in parallel in multiple block encoders 306a-306n,
The encoded image blocks 516 are output from the block
encoders 306, and are placed into a predefined order by the
encoded image composer 308. In one embodiment, the
encoded image blocks 516 are arranged in a file from lefi to
right and top to bottom in the same order in which the
encoded image blocks 516 were broken down by the image

8
block 514 (FIG. 5B) includes two 16-bit codewords 520
(n=16) and a 32-bit bitmap 522. Every codeword 520 that is *
a 16-bit data string includes 2 5-bit red-chanmel, 6-bit
green-channel, and 5-bit blue-channel.

Each of the encoded irnage blocks 516 is placed together
and concatenated with modified beader information 512
derived from the original c-bit header 502 of the ,ongmal
image 310 (FIGS. 3A and 3B). A resulting -output is the,
encoded image data 510 rcpn:senung the original mage
316.

FIG. 6C is a ﬂowchan 630 illustrating a process for
computing codewords for the image blocks 320 (FIG. 3C),
and relates to color quantizing using quantizer 402 (FIG. 4)-
The process for computing codewords can be applied (o all
scalar and vector image data types. In select block type 632,

* the guantizer 402 bses the block type madule 406 (FIG. 4)

2

=]

decomposer 302 (FIGS. 3A and 3B). The image encoder .

engine 202 subsequently composes the modified header
information 512 from the header converier 304 and the
encoded image blocks 516a-516g in block 610. Specifically,
the modified beader 512 and the ordered encoded image
blocks 516 are concatenaled to generale the encoded image
data file 510 (FIG. 5B), which may be written as encoded
ouiput 312 (FIGS. 3A and 3B) to the memory 104, storage
device 106, or any output dévice 110 (FIG. 1) in block 612.

FIG. 6B is a flowchart 620 showing the encoding process
of block 608 (FIG. 6A) ip more detail. In block 622,
codewords 520 (FIG. 5C) are computed by the codeword
generation module 410 (F1G. 4). The process for compu(mg
these codewords 520 is described in more detail in connec-
tion with FIG. 6C.

Once the codewords 520 have been computed, pixel
values or properties, such as colors, for the image block 320
(FIG. 3C) arc compuled or quantized in block 624d.
Specifically, the codewords 520 provide points in a pixel
space from which m quantized pixel values may be inferred.
The m quantized pixel values are a limited subset of pixels
in a pixel space thal are used to represent the current irage
block. The process for quantizing pixel values, and more
specifically colors, will be described infra in connection
with FIGS. 8A and 8B. Further, the ergbodiments will now
be described with respect to colors of a pixel value although
one skilled in the ant will recognize that, in general, any pixel
value may be used with respect fo the present invention.
Therefore, the image data which is quantized may be any
form of scalar or veclor data, such as density values,
transparency values, and “bump map” vectors.

In an exemplary embodiment, each pixel is encoded with
two bits of data which cap index one or m quantized colors,
where me=4 in this embodiment. Furiher, four quantized
colors are derived from the two codewords 520 where two
colors are the codewords 520, themselves, and the other two
colors are inferred from the codewords 520, as will be
deseribed below. It is also possible to use the codewords 520
so that there is one index to indicate a transparent color and
three indices to indicate colors, of which one color is
inferred.

In another embodiment, the bitmap 522 (FIG. 5C) is a
- 32-bit data string. The bitmap 522 and codewords 520 are
output in block 624 as a 64-bit data siring representing an
encoded image block 518. Specifically, ibe encoded image

1o select a first block type for the image block 320 that is
being processed. For example, a selected block type may be
a four-color or a three-color plus transparency block type,
where the colors within the particular block type have
equidistant spacing in a color space. Those of ordinary skill
in the art will readily recognize that selecting a block type
for each image is pot intended to be limiting in any way.
Instead, the present invention processes image blocks that
are of a single block type, which eliminates the need to
distinguish between different black types, such as the three- .

- and four-color block types discussed above. Consequently,

the block type module 406 and select block type 632 are
optional.

Once the block type is selected, the quantizer 402 com-
putes an optimal analog curve for the block type in block
634. Computation of the optimal analog curve will be further
described in conpection with FIG. 6D. The anzlog curve is
used to simplify quantizing of the colors in the image block.
Subscquently in block 636, the guantizer 402 selects a
partition of points along the analog curve, which is used to
simplify quantizing of tbe colors in the image block. A
partition Inay be defined as a grouping of indices {1 .
(WxH)} into m nonintersecting sets. In one embodiment, lhe
indices (1 . . . 16) are divided into three or four groups or
clusters (i‘e., m-=3 or 4) depending op the block type.

Once a partition is selected, optimal codewords for the
particular pariition are computed in block 638. In addition 1o -
computing the codewords, an error value (square error as

“described infra) for the codeword is also computed in block

640. Both computations will be described in more detail in
copnection with FIG. 6E. If the computed error value is the
first error value, the error value is stored in block 642.
Alternatively, the cornputed error value is stored if it is less
than the previously stored error value, For each stored error .
value, corresponding block type and codewords are also

stored in block 644. The process of flowchart 630 seeks 1o

find the block type and codewords that minimize the error
function.

Next in block 646, the code generation module 410 (FI1G.
4) determines if all possible partitions are completed. If there
are more partitions, the code generation module 410 selects
the nex1 partition, compules the codewords and associated
error values, and stores the error values, associated block -
types, and codewords if the error value is less than the

. previously stored error value.

@&
o

After all the possible partitions are completed, the code-
word generation module 410 determives, in block 648,
whether all block types have been selected. If there are more
block types, the codeword generation module 410 selecis the
next block type and computes the codeword and various
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values as previously described. Afier the last block type has
been processed, the codeword generation module 410 out-
puts a resnlt of the block type and codewords 520 (F1G. 5C)
baving the minimum error in block 658,

In an alternative embodiment, the optimal analog curve
may be computed before selecting the block type. That is,
the optimal apalog curve is computed before the selection of
the block type and partition, computation of the codewords
and error values, and sterage of the error value, block type,
and codeword. Computing the optimal analog curve first is
useful if all block types use the same analog curve and color
space because the analog curve does pot ueed to be recom-
puted for each block type.

FIG. 6D is a flowchart 660 describing a process of
ideptifying the optimal analog curve. The curve selection
module 408 (FIG. 4) first computes a center of gravity for
pixel colors of an image block 320 (FIG. 3C) in block 662.
The center of gravily computation includes averaging the
pixel colors. Once the center of gravity is computed, a vector
in color space is identified in block 664 to minimize the first
moment of the pixel colors of the image block 320, Spe-
cifically for identifying a veclor, a straight line is fit 10 a set
of data points, which are the original pixel colors of the
image block 320. The straight line is chosen passing through
the center of gravity of the set of data points such that it
minimizes a “moment of inertia” (i.e., square error). For
example, to compute a direction of a line minimizing the
moment of incrtia for three pixel properties, tensor inertia, T,
is calculated from individual colors as follows:

wart ¢l -CuCy -CoCx
Tzz ~Caly Ch+Ch ~CuCy |
i}
~CeCy  ~CuCy Ch+Ch

where C,, C,, and C, represent pixel properties (e.g., color
components in RGB or YUV) relative to a center of gravity.
In one embodiment of an RGB color space, Cy; is a value of
red, Cy; is a value of green, and C,, is a value of blue for
each pixel, i, of the image block. Funther, i takes op integer
values from 1 to WxH, so thal if We4 and H=4, i rapges
from 1 10 16.

An eigenvector of tepsor inertia, T, with the smallest
cigenvalue is calculated in block 666 using conventional
methods. An eigenvector direction along wilh the calculated
gravity center, defines an axis that minimizes the moment of
inertia. This axis is used as the optimal analog curve, which
io ope embodimenl, is a straight line. Those of ordinary skill
in the an will readily recognize that the optimal analog curve
is pot limited to a straight line, but may include a set of
paramelers, such as pixel values or colors, that minimizes
the moment of inertia or mean-square-error when it to the
center of gravity of the pixel colors I the image block. The
set of parameters may define any geomeiric element, such as
a curve, plale, trapezoid, or the like.

FI1G. 6E is a flowcbart 670 describing the process under-
taken by the codeword generation module 410 (FIG. 4) for
selecting the partitions, computing the codewords and asso-
ciated error for the partitions, and storing the error value,
block type, and codeword if the error vale is less than a
previously stored error value. In block 672, the codeword
generation modulée 410 projects the WxH color values onto
the previously constructed optimal analog curve. The value
of WxH is the size in number of pixels of an image block
320 (F1G. 3C). In one embodimest where W and H are both
four pixels, WxH is 16 pixels.

Subsequently in block 674, the colors are ordered sequen-
tially along the analog curve based on a position of the color

20

25

30
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on a ope-dimensional analog curve. Afier the colors are
ordered, the codeword generation module 418 scarches, in
block 676, for optimal partitions. Thus, the codeword gen-
eration module 410 1akes the WxH colors (one color asso-
ciated with each pixel) that are ordered along the analog
curve and partitions and groups the colors into a finite
oumber of clusters with a predefined relative spacing. In one
embodiment where We4 and H=4 (i.c., WxH is 16), the 16
colors are placed in three and four clusters (i.¢., m=3 or 4).

In conducting the search for the optimal partition, a color
selection module within the codeword generation module
410 finds the best m clusters from the WxH points projected
onto the optimal curve, so that the errar associated with the
selection is minimized. The best m clusters are determined
by minimizing the mean-squarc-error with the copstraint
that the points associated with cach cluster are spaced to
conform to the predefined spacing,

In one embodiment for a block type of four equidistant
colors, the error may be defined as a square exror along the
analog curve, such as

=du2”n(x,—pg)’ +d§”{z; -—'(%pﬂ, ;Pl)]2+
Z{ (Po+3Px)r Z - p)?

cluxer2

where E js the error for the particular grouping or clustering,
Po 2nd p, are the coded colors, and x, are the projected points
on the optimal analog curve.

In instances where the block type indicates three equidis-
tant colors, the error ray be defined as a squared error along
lhe analog curve, such as

1 ! ?
. EB= Z (%= po)? + z ,[x.v-‘(ipoi» 5”']] + Z xi - g
clugnerk danter

cinszer®

After the resulting optimal codewords 520 are identified,
the codewords 520 are forwarded 1o the bitmap construction
mwodule 404 (F1G. 4). The bitmap construction module 404
uses the codewords 520 10 identify the m colors that may be
specified or inferred from those codewords 520 in block 678.
In one embodiment, the bitmap construction module 404
uses the codewords 520 (e.g., CW, and CW,) to identify the
three or four colors that may be specified or inferred from
those codewords 520.

Next in block 680, the bilmap construction module 404
constructs a block bitmap 522 (FIG. 5C) using the code~
words 520 associated with the image block 320 (F1G. 3C).
Colors in the image block 320 are mapped to the closest
color associated with one of the quantized colors specified
by, or inferred from, the codewords 520. The result is a color
index, referenced as ID, per pixel in the block identifying the
associated quantized color.

Information indicating the block type is nnphed by the
codewords 520 and the bitmap 522. In one embodiment, the
order of the codewords 520 indicate tbe block type. If a
pumerical value of CW,, is greater than a numerical value of
CW,, the image block is 2 four-color block. Otherwise, the
block is a three~color plus transparency block. o

In one embodiment discussed above, there are two-color
image block types. One color image block type bas four
equidistant colors, while the ather color image block type
has three equidistant colors with the fourth color index used
to specify that a pixel is transparent. For both color irmage
block types, the color index is Two bits. In an embodiment
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with depsity values in place of color values, each density
image block type has four equidistant density values.

The output of the bitmap construction module 404 is an
encoded image block 514 (FIG. 5B) having the m code-
words 520 plus the bitmap 522. Each encoded image block
516 is received by the encoded image composer 308 (FIGS.
3A and 3B) that, in tum, orders the encoded image blocks
516 in a file, In one embodiment, the encoded image blocks
516 are arranged from left 1o right and from 10p to bottom
in the same order as the blocks were broken down by the
image decomposer 302. The ordered file having the encoded
image blocks 516 is concatenated with the modified header
information 512 that is derived from the c-bit header 502 of
the original image 310 (FIGS. 3A and 3B) to generate the
encoded image data 510 that is the output of the image
encoder engine 202 (FIG. 2). The output may then be
forwarded to the memory 104, the storage device 106, or the
output device 110 (FIG. 1)..

The exemplary embodiment of the image encoder engine
202 advantageously reduces the effective data size of an
image from 24-bits per pixel 10 4-bits per pixel. Further, the
exemplary embodiment beneficially addresses trapsparency
issues by allowing codewords 1o be used with a transparency
identificr.

FIG. 7A is 2 block diagram of an exemplary image
decoder engine 204 (F1G. 2). The image decoder engine 204
includes an encoded image decomposer 702, a header con-
verter 704, one or more block decoders 706 (70642-706p,
where p represents the last block decoder), and an image
composer 708. The encoded image decomposer 702 is
coupled 1o received the encoded image data 514 (FIG. 5B)
output from the image encoder engine 202 (FIG. 2). The
encoded image decomposer 702 receives the encoded image
data string 510 and decomposes, or breaks, the encoded
image data string 510 into the header 512 (F1G. 5B) and the
epcoded image blocks 514 (FIG. 5B). Nex1, the encoded
image decomposer 702 reads the modified header 512, and
forwards 1he modified beader 512 1o the beader converier
704. The encoded image decomposer 702 also decomposes

the encoded image data string 510 inlo the individual

encoded image blocks 516 (FIG. 5B) that are forwarded to
the one or rmore block decoders 706.

The header converter 704 converts the modified header
512 into an output header. Simultapecusly, the encoded
image blocks 516 are decompressed or decoded by the one
or more block decoders 706. Each encoded image block 516
may be processed sequentially in one block decoder 708, or
multiple encoded image blocks 514 may be processed in
parailel with one block decoder 706 for cach encoded image
block 516. Thus, multiple black decoders 706 allow for
parallel processing that imcreases the processing perfor-
mance and efficiency of the image decoder engine 204 (FIG.
2).

)'I‘hr: image composer 708 receives each decoded image
blocks from the one or more block decoders 706 and orders
the decoded image block in a file. Further, the image
composer 708 receives the converted header from the beader
copverter.704. The converted header and the decoded image
blocks are placed together to generate outpul data represent-
ing the original image 310.

FIG. 7B is a block diagram of an exemplary embodiment
of a block decoder 706. Each block decoder 706 includes a
block type detector 710, one or more decoder units 712, and
an output sclector 714. The block 1ype detector 710 is
coupled 1o the encoded image decomposer 702 (F1G. 74),
the ontput selector 714, and each of the one or more decoder
units 712,
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The block type detector 710 receives the encoded image-
blocks 514 and determines the block type for each encoded
image block 516 (FIG. 5B). The block type is detected based
on the codewords 520 (FIG. 5C). After the block type is

.determined, the encoded image blocks 514 are passed to

each of the decoder units 712, which decompress or decode
each encoded image block 516 1o generate colors for each
particular encoded image block 516. The decoder units 712
may be c-chaouels wide {¢.g., one channel for each color
component or pixel property being encoded), where ¢ is any
integer value. Using the selector signal, the block type
detector 710 enables the output selector 714 to output the
color of each encoded image block 516 from ove of the
decoder units 712 that corresponds with the block type
detecied by the block type detector 710. Specifically, the
block type detector 710 passes a selector signal to the output
selector 714 that is used to select an output comresponding to
the block type detected. Aliernatively, using the selector
signal, the appropriate decoder unit 712 could be selected so
that the encoded block is only processed through the
selected decoder unit.

FIG. 7C is a block diagram of an alternative embodiment
of a block decoder 706. In this embodiment, the block
decoder 706 includes a block type detector 720, a first
decoder unit 722, a second decoder unit 724, and an outpul
selector 726. The block type detector 720 is coupled to
receive each encoded image block 516 (FIG. SB), and
determine by comparing the codewords 520 (F1G, 5C) of the
encoded image block, the block type for each encoded image
block 516. For example, the block type may be four quan-
tized colors or thrée quanitized colors and a ransparency.
Once the block type is selected and a selector signal is
forwarded 10 the output selector 726, the encoded image
blocks 516 are decoded by the first and second decoder units
722 and 724, respectively, to produce the pixel colors of
each image block. The outpint selector 726 is enabled by the
block type detecior 720 to output the colors from the first
and sccond decoder wpits 722 and 724 that correspond 1o the
block type selected.

FIG. 7D is a logic diagram illustrating am exemplary
embodiment of a decoder unit similar 1o the decoder units
722 and 724 of FIG. 7C. For simplicity, the functionality of
each of the first and second decoder units 722 and 724 is
merged into the single logic diagram of FIG. 7D. Those
skilled in the a5t will recognize that although the diagram is
described with respect o a red-channel of the decoder units,
the remaining channels (i.e., the green-channel and the
blue-channel) are similarly coupled and functionally equiva-
leot.

The logic diagram illustratiog the first and second decoder
unils 722 and 724 is shown including portions of the block
type detector 710, 720 (FIGS. 7B and 7C, respectively) such
as a comparator unit 730. The comparator unit 730 is
coupled 10 and works with a first 2x1 multiplexer 732 and
a scoond 2x1 multiplexer 732b. Both 2x1 multiplexers 732a
and 732b arc coupled 1o a 4x1 multiplexer 734 that serves
to select an appropriate color to ontput. The 4x1 multiplexer
734 is coupled to receive a transparency indicator signal that
indicates whether or pot a transparency {e.g., no color) is
being sent. The 4x1 multiplexer 734 selects a color for
ouiput based on the value of the color index, referenced 25
the 1D signal, that references the associated quantized color
for an individual pixel of the encoded image block 514 (FIG.
5B).

A red-channel 736 of the first decoder unit 722 includes
a first and a second red-channel Line 7382 and 738b and a
first and a second red-color block 7404 and 740b. Along the
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path of each red-color block 7402 and 740b is a first full
adder 742a and 742b, a second full adder 744a and 744b,
and carry-look abead (“CLA") adders 746a and 746b. The
second decoder unit 724 contains similar components as the
first decoder unit 722.

‘The CLA adder 7464 of the first red-color block 740a path
of the first decoder unit 722 is coupled 10 the first 2x1
multiplexer 7324, while the CLA adder 7465 of the second
red-color block 7405 path of the first decoder unit 722 is
coupled 1o the second 2x1 m\x]hplcxer 732b: Funher, adder
748 of the second decoder unit 724 is coupled to both the,
first and the second 2x1 multiplexers 732a and 732h.

FI1G. 8A is a flowchart 800 illustrating an operation of the
decoder engine 204 (FIG. 2) in accordance with an exem-
plary embodiment of the present invention. For purposes of
illustration, the process for the decoder engine 204 will be
described with a single block decoder 706 (FIG. 7A) baving
two decoder units 722 and 724 as described ecarlier in
coonection with FIG. 7C. Those skilled in the art will
recognize that the process is functionally equivalent for
decoder systems having more than one block decoder 706
and more than two decoder units 712, as discussed in
connection with FIG. 7B.

In block 802, the encoded image decomposer 702 (FIG.
7A) 1cceives the encoded or compressed image data 510
(FIG. 5B) from the jmage encoder engine 202 (FIG. 2),
throngh the memory 104 (FIG. 1) or the storage device 106
(F1G.1). Next, the encoded image decomposer 702 decom-
poses the encoded image data 510 by forwarding the modi-
fied header 512 (FIG. 5B) to the header converter 704 (FIG
7A) in block 804.

Subsequently in block 806, the header converter 704
converls the header information io generate an output header
that is forwarded to the image compaser 708 (FIG. 7A).
Simultaneously, the onc or more block decoders 706 (FIG.
7A) decode pixel colors for each encoded image block 516
(F1G. 5B} in block 808. Each encoded image block 516 may
be decoded sequentially in one block decoder 706 or mul-
tiple encoded image blocks 514 (FIG. 5B) may be decoded
in parallel in multiple block decoders 706 in block 808, The
process for decoding each encoded jmage block 516 is
further described in copnection with FIG. 8B. Each decoded
image block is then composed into a data file with the
copverted beader information by the image composer 708 in
block 810. The image composer 708 then generates the data
file as an oulput that represents the on'ginal image 310
(FIGS. 3A and 3B).

FIG. 8B is a flowchan 820 1llnstralmg an operation of the
black decoder 706 (F1G. 7A) in accordanee with an exem-
plary embodiment of the present invention. lnitially, each
encoded image block 516 (F1G. 5B) is received by the block
decoder 706 in block 822. Specifically, for one embodiment
the first and the second codewords 520 (e.g., CW, and CW,
of FIG. 5C) are received by the block type detector 710,720
(FIGS. 7B and 7C, respectively) of the block decoder 706.
As discussed above, comparing the numerical values of
CW, and CW, reveals the block type. The first five bits of
each codeword 520 that represent the red-channel color are
received by the red-channel of each of the first and second
decoder units 722 and 724 (FIG. 7C). Furthermore, the
second 6-bits of each codeword 520 that represent the
green-channel color are received by the grecn-channel of
each of the first and the second decoder units 722 and 724,
while the last 5-bits of each codeword 520 that represent the
blue-channel color are received by the blue-changel of each
of the first and second decoder upils 722 and 724.

50
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Next in block 824, the block type detector 710 detects the
block type for ap encoded image block 514. Specifically, the
comparator 730 (FIG. 7D) compares the first and the second
codewords 520 (e.g., CW, and CW,) and geperates a flag
signal to enable the first 2x1 multiplexer 732a or the second
2x} multiplexer 732b. In block 826, either the first decoder -
uoit 722 or the second decoder unit 724 is selected.

Subscquently guantized color levels for the decoder units
722 and 724 are calculated in block 828, The calculation of
the quantized color levels will now be discussed in more
detail. Initially, the first decader unit 722 calculates the four
colors associated with the two codewords 520 (e.g., CW,
and CW,) using the following exemplary relationship:

CW=first codewordw=first color;

CW,=second codewordwsecond color;

CWy = third color = ;cw, + %bw,;m

CWy = fourth color = %cwu + gcw..

In one embodiment, the first decoder unit 722 may
estimate the above equations for CW, and CW, as follows:

5 3
CWy = §'CW0+ -s-CWﬁb.nd

: 3 3
CWy= ECWO+ ECW].

The red-color blocks 740z and 7405 (F1G. 7D) serve as
one-bit shift registers 1o obtain

i 1 .
—2-CW0 or iCW].

Further, each full adder 742a, 742b, 744a, and 744b (FIG.
7D) also serves to shift the signal left by 1-bit. Thus, the
signal fom the first full adders 7422 and 742b is

1 1
- ~CW,
4C'Wac)‘r4C’ (N

respectively, because of a 2-bit overall shifi, while the signal
from the second full adders 744a and 744b is

1 1
ECWO. or ECW;,

respectively due to 2 3 -bit overall shift. These values allow
for the above approximations for the color signals.
The second decoder upit 724 (FIG, 7C) calculates three

" colors associated with the codewords 520 (e.g,, CW,, and

60"

CW,), and includes a fourth signal that indicates a trans-
parency is being passed. The second decoder unit 724
calculates colors using the following excmplary relation-
ship: .
CW=first codcword=ﬁm( color;

CW,=second codewordesecond color;

1
CW, = third color = ic% + %CW.: and

T=Transparency. :
In one embodiment, the second decoder unit 724 has'no
approximation because the ‘signals received from the red-
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color blocks 740a and 740b arc shified left by 1-bit so that
the color is already calculated to

1 i
iCWo or ECV".‘

respectively. .

After the quantized color levels for the decoder units 722
and 724 sclected in block 826 have been calculated in block
828, each bitmap value for each pixel is read from the
encoded image data block 510 (FIG. 5A) in block 830. As
cach index is read, it is mapped in block 832 to one of the
four calculated colors if the first decoder unit 722 is selected.
Alierpatively, one of the three colors and transparency is
mapped in block 832 if the second decoder wnit 724 is
selected, The mapped colors are selected by the 4x1 multi-
plexer 734 based on the value of the ID signal from the
bitmap 522 (FIG. 5C) of the encoded image block 514. As
stated previously, a similar process occurs for selection of
colors in the green-chanpel and the blue-channel.

As the color data are oulput from the red-channel, green-
channel and blue-channel, the outpnt is received by the
image composer 708 (FIG. 7A). Subsequently, the image
composer 708 arranges the outpul fiom the block encoders
706 in the same order as the original image 310 was
decomposed. The resulting image is the original image 310,
which is then forwarded 1o an output unit 208 (FIG. 2; e.g.,
a computer screen) which displays the image.

This exemplary embodiment beneficially allows for ran-
dom acceess to any desired image block 320 (FI1G. 3C) within
an image, and any pixel 322 (FIG. 3C) within an image
block 320. FIG. 9A is a block diagram of a subsystem 900
that provides random access to a pixel 322 or an image block
320 in accordance with one embodiment of the present
invention.

The random access subsystem 900 includes a block
address computation rodule 902, a block fetching module
904, and one or more block decoders 7086 coupled 10 the
block address computation module 902 and the block fetch-
ing module 904. The block address computation module 902

15

20

25

30

40

receives the header information 5§12 (FIG. 5B) of the -

encoded image data siring 510 (F1G. 5B), while the block
fetching module 904 receives the encoded image block
portion 514 (F1G. 5B) of the encoded image data string 510.

FIG. 9B is a flowchart 910 of a process for random access
1o a pixel 322 (FiG. 3C) or an image block 320 (FIG. 3C)
using the random access subsystem 900 of FIG. 9A. When
particular pixels 322 bave been jdentified for decoding, the
image decoder engine 204 (FIG. 2) receives the encoded
image data string 510 (FIG. 5B). The modified header 512
(FIG. 5B) of the encoded image data string 510 is forwarded
10 the block address computation module 902 (F1G, 9A), and
the eucoded image block portion 514 (FIG. 5B) of the
. encoded image data string 510 is forwarded to the block
fetching module 904 (FIG. 9A).

1n block 912, the block address computation module 902
reads the modified beader 512 to compute an address of the
encoded image block portion 514 having the desired pixels
322. The address compuled is dependent wpon the pixel
coordinates withio an image. Using the computed address,
the block fetchbing module 904 identifics each encoded
image block 516 (FIG. 5B) of the encoded image block
portion 514 that contains the desired pixels 322 in block 914,
Once each encoded image block 516 having the desired
pixels 322-bas been identified, only the identified encoded
image block 516 is forwarded to the block decoders 706
(F1G. 9A) for processing. ’

55

60

16

FIG. 9B is similar to the process described above in FIG.
8B, wherein the block decoders 706 compute quantized
eolor levels for each ideptified encoded image blocks 516
haviog the desired pixels in block 916. Afier the guantized
color levels have been computed, the color of the desired
pixel is selected in block 918 and owtput from the image
decoder engine 204.

Random access to pixels 322 of an image block 320 (FI1G.
3C) advantageously allows for sclective decoding of only
needed portions or sections of an image. Random access also
allows the image to be decoded in any order the data is
required. For example, in three-dimensional texture map-
ping only portions of the texture may be required and these
portions will generally be required in some nop-sequential
order. Thus, this embodiment of the present invention
increases processing efficiency and performance when pro-
cessing only a portion or section of an image. Further, the
present invention beneficially encodes or compresses the
size of an original image 310 (FIGS. 3A and 3B) from
24-bits per pixel 10 an aggregate 4-bits per pixcl, and then
decodes or decompresses the encoded image data string 510
(FIG. 5B) to get a representation of the original image 310.
Additionally, the exemplary embodiment uses two base
points or codewords from which additional colors are
derived so that extra bits are not necessary 1o identify a pixel
322 color.

Moreover, the exemplary embodiment advantageously
accomplishes the data compression on an individual block
basis .with the same number of bits per block so that the
compression rale can remain fixed. Further, because the
blacks are of fixed size with a fixed pumber of pixels 322,
random access to any particular pixel 322 in the block is
allowed. Additionally, an efficient use of system resources is
provided because entire blocks of data are not retreved and
decoded lo display data corresponding to only a few pixels
322

Finally, the use of fixed-rate 64-bit data blocks provides
the advantage of having simplified header information that
allows for faster processing of individual data blocks. A
64-bit data block allows for faster processing as the need to
wait until a full data siring is assembled is climinated.
Further, an imaging system in accordance with the present
invention may also reduce the microchip space necessary for
a decoder system because the decoder system only needs to
decode each pixel 322 10 a set of colors determined by, for
example, the two codewords 520 (F1G. 5C).

The present invention has been described above with
reference to specific embodiments. It will be apparent 1o
those skilled in the art that various modifications may be
made and other embodiments can be used without departing
from the broader scope of the investion. Therefore, these
and other variations upon the specific embodiments are
intended 10 be covered by the present invention,

What is claimed is:

1. An image encoder engine for encoding an image,
comprising:

an image decomposer for decomposing the image into a

header and at least one image block, each image block
having a set of image elements and each image element
having an original image data value;

at least one block encoder for receiving ¢ach image block

and for compressing each image block into an encoded
image block by associating each original image data
value of the image element with an index 10 a derived
image data value in a set of quantized image date
values; and

an encoded image composer coupled 1o the block encoder

for ordering the encoded image blocks ioto a data file.
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2. The image encoder engine of claim I further compris-
ing a header converter coupled to the invage decomposer for
converting the header inio a modified header.

3. The image encoder engine of claim 2 wherein the
encoded image composer orders the encoded image block
and the modified beader into a data file.

4. The image encoder engine of claim 1 wherein the block
encoder further comprises a selection module for computing
a set of paramelers from the image data values of the set of
irmage elements.

5. The image encoder engine of claim 1 wherein the block
encoder further comprises a codeword generation module
for generaling at least one codeword.

6. The image encoder engine of claim 1 wherein the block
encoder further comprises a construction module for gener-
ating the set of quantized image data valnes including at
least one codeword and at least one derived image data
value.

7. The image encoder engine of claim 1 wherein the block
encoder farther comprises a block type module for selecting
an identifiable block type for the image block.

8. An image decoder engine for decoding an encoded
image data file, comprising:

an epcoded fmage decomposer for decomposing the

encoded image data file into a modified header and at
Jeast one compressed image block, each image block
having at least one associated codeword and a plurality
of image elements associated with an index value;

at Jeast one block decoder coupled to the encoded image

decomposer for decompressiog the at Jeast one com-
pressed image block into at Jeast one decompressed
image block by generating a set of quantized image
data values and mapping the index value to a quantized
image data value from the set of quantized image data
values; and

an image compaoser for ordering the at least one decom-

pressed image blocks in an output data file.
9. The image decoder engine of claim 8 wherein the set of
quanitized image data values include the at least one code-
word and at least one image data value derived from the at
least one codeword.
10. The image decoder engine of claim 8 further com-
prising a header converter coupled to the encoded image
decomposer for converting the modified header into an
output beader.
11. The image decoder engine of claim 10 wherein the
image composer ordess the at least one decompressed image
block and the output header into a data file.
12. The image decoder engine of claim 8 wherein the at
least one block decoder further comprises a block type
detector for selecting a block type for each of the at least one
compressed image block.
13, The image decoder engine of claim 8 wherein the at
least one block decoder further comprises a decoder for
decompressing each of the at least one compressed image
block based on a block type.
14. The image decoder engine of claim 8 wherein the at
least one block decoder further comprises an output selector
for outputting the at Jeast one decompressed image block.
15. A method for fixed-rate block-based image compres-
sion of an original image, comprising the steps of:
decoroposing the original image into a header and 2
plurality of image blocks cach having a set of image
elements with an original image data value;

computing at least one codeword from the original image
data value for the set of image elements;

18

generating a st of quantized image data values including
the at least one codeword and at least one image value
derived from the at least one codeword; and
mapping the original image data value to one of the
5 quantized image data values to produce ag index value
for each image element.
16. The method of claim 15 further comprising outputting
an enceded image data file.
17. The method of elaim 15 further comprising the step of
converting the header into a modified header.
18. The method of claim 17 further comprising the step of
composing the modified header and encoded image blocks
into the encoded image data file,
19. Amachine readable medium baving embodied thereon
aprogram being executable by a machine to perform method
steps for fixed-rate block-based image compression of an
original image, the method steps comprising;
decomposing the original image into a header and a
plurality of image blocks each having a set of image
elements with an original image data value;

computing at least one codeword from the original image
data value for the set of image elements;
generating a set of quantized image data values including
the at least one codeword and at least one image value
derived from the at least one codeword; and

mapping the original image data value to one of the
quantized image data values to produce an index value
for each image element,
20. The machine readable medium of claim 19 further
comprising the method of outputting an encoded image data
file.
21. An image epcoder system for encoding an original
image, comprising: )
means for decomposing the original image into a beader
and a plurality of tmage blocks each having a set of
image elements with ap original image data value;

means for computing at least one codeword from the
original image data value for the set of image elements;

means for generating a set of quantized image data values
including the at Jeast one codeword and at least one
image value derived from the at least one codeword;
and

means for mapping the original image data value 1o one

of the quantized image data values 1o produce an index
value for each image clement.

22. The image encoder system of claim 21 further com-
prising means for outputting an encoded image data file.

23. A method for fixed-rate block-based image decom-
pression of an encoded image, comprising the steps of:

decomposing the encoded image of into a modified beader

and a plurality of encoded image blocks having at least
one codeword and a plurality of image elements asso-
ciated with an judex value;

generating a set of quapitized image data values including

the at Jeast one codeword and at least one image value
derived from the at leas! one codeword; and

mapping the index value for each image element to one of

the quantized image data values.

24.The method of claim 23 further comprising ovtputting
a decoded image data file.

25. The method of claim 23 further comprising the step of
converting the modified header into an output header.

26. The method of claim 25 further comprising the step of
composing the output header and decoded image blocks into
the decoded image data file.
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27. Awachine readable medium having embodied thereon
a program being executable by a machine to perform method
steps for fixed-rate block-based image decompression of an
encoded image, the method steps comprising:
decomposing the encoded image data file into a modified
header and a plurality of encoded image blocks having
at least one codeword and a pluralily of image ¢lements
associated with an index value;
generating a set of quanitized image data values including
the at least one codeword and at least one image value
_derived from the at least one codeword; and

mapping the index value for each image element 1o one of
the quantized image data values,

5

20

29. An image decoder engine for decoding an encoded
image data file, comprisiog means for decomposing the
encoded image data file into a modified header and a
plurality of encoded image blocks baving at least one
codeword and a plurality of image elements associated with
an index value;

means for generating a set of quanitized image data values

including the at least one codeword and at least one
image value derived from the at least one codeword;
and

meaps for mapping the index value for each image

element to one of the quantized image data values,

30. The image decoder engine of claim 29 further com-

28. The machine readable medinm of claim 27 further 45 Prising means for outputting a decoded image data file.

comprising the method of outputting a decoded image data
file.

* X * ¥ %
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IMAGE PROCESSING SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of and claims the
priority benefit of U.S. patent application Ser. No. 10/052,
613 entitled “Fixed-Rate Block-Based lmage Compression
with Inferred Pixel Values” filed Jan. 17, 2002 and now U.S.
Pat. No. 6,775,417, which is a contipuation-in-part of U.S.
patent application Ser. No. 09/351,930 entitled “Fixed-Rate
Block-Based Image Compression with Inferred Pixel Val-
ues” filed Jul. 12, 1999 and now U.S. Pat. No. 6,658,146
which is a continuation of U.S. patent application Ser. No.
08/942,860 entitled “System and Method for Fixed-Rate
Block-Based Image Compression with Inferred Pixel Val-
ues” filed Oct. 2, 1997 and now U.S. Pat. No. 5,956,431. The
disclosure of the above-referenced applications and patents
are incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Tnvention

The present invention relates generally to image process-
ing, and more particularly to three-dimensional rendering
using fixed-rate image compression.

2. Description of Related Art

Conventionally, generating images, such as realistic and
animated graphics on a computing device, required tremen-
dous memory bandwidth and processing power on a graph-
ics system. Requirements for memory and processing power
are particularly true when dealing with three-dimensional
images. In order 1o reduce bandwidth and processing power
requirements, various compression methods and systems
have been developed including Entropy or lossless encoders,
Discrete Cosine Transform (DCT) or JPEG type compres-
sors, block truncation coding, and color cell compression.
However, these methods and systems have numerous dis-
advantages.

Entropy or lossless encoders include Lempel-Ziv encod-
ers, which rely on predictability. For data compression using
entropy eocoders, a few bits are used to encode most
commonly occurring symbols. In stationary systems where
probabilities are fixed, entropy coding provides a Jower
bound for compression than can be achieved with a given
alphabet of symbols. However, coding does not allow ran-
dom access 10 any given symbol. Part of the compressed
data preceding a symbo] of interest must be first fetched and
decompressed 1o decode the symbol, requiring considerable
processing time and resources, as well as decreasing
memory throughput. Another problem with existing entropy
methods and systems is that no guaranteed compression
factor is provided. Thus, this type of encoding scheme is
impractical where memory size is fixed.

Discrete Cosine Transform (DCT) or JPEG-type com-
pressors allow users to select a level of image quality. With
DCT, uncorrelated coefficients are produced so that each
coefficient can be treated independently without loss of
compression efficiency. The DCT coefficients can be quan-
tized using visually-weighted quantization values which
selectively discard least important information.

DCT, however, suffers from a pumber of shortcomings.
One problem with DCT and JPEG-type compressors is a
requirement of large blocks of pixels, typically, 8x§ or
16x16 pixels, as a minimally accessible unit in order to
obtain a reasonable compression factor and quality. Access
to a very small area, or even a single pixel involves fetching
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a Jarge quantity of compressed data; thus requiring increased
processor power and memory bandwidth. A second problem
is that the compression factor is variable, therefore requiring
a complicated memory management system that, in tumn,
reguires greater processor resources. A third problem with
DCT and JPEG-type compression is that vsing a large
compression factor significantly degrades image quality. For
example, an image may be considerably distorted with a
form of ringing around edges in the image as well as
noticeable color shifis in areas of the image. Neither artifact
can be removed with subsequent low-pass filtering.

A further disadvantage with DCT and JPEG-type com-
pression is the complexity and significant hardware cost for
a compressor and decompressor (CODEC). Furthermore,
bigh latency of a decompressor results in a large additional
hardware cost for buffering throughout the system to com-
pensate for the latency. Finally, DCT and JPEG-type com-
pressors may not be able to compress a color-keyed image.

Block truncation coding (BTC) and color cell compres-
sion (CCC) use a local one-bit quantizer on 4x4 pixel
blocks, Compressed data for such a block consists of only
two colors and 16-bits that indicate which of the two colors
is assigned to each of 16 pixels. Decoding a BTC/CCC
image consists of using a multiplexer with a look-up table so
that once a 16-texel (or texture element, which is the
smallest addressable unit of a texture map) block (32-bits) is
retrieved from memory, the individual pixels are decoded by
looking up the two possible colors for that block and
selecting the color according to an associated bit from 16
decision bits.

Because the BTC/CCC methods quantize each block to
just two color levels, significant image degradation may
occur. Farther, a two-bit variation of CCC stores the two
colors as 8-bit indices into a 256-entry color Jookup table.
Thus, such pixel blocks cannot be decoded without fetching
additional information, which may copsume additional
memory bandwidth.

The BTC/CCC methods and systems can use a 3-bit per
pixel scheme, which stores the two colors as 16-bit values
(not indices into a table) resulting in pixel blocks of six
bytes. Fetching such units, however, decreases syster per-
formance becavse of additional overhead due to memory
misalignment. Another problem associated with BTC/CCC
methods js a high degradation of image quality when used
1o compress images that use color keying to indicate trans-
parent pixels.

Therefore, there is a need for a system and method that
maximizes accuracy of compressed images while minimiz-
ing storage, memory bandwidth requirements, and decoding
hardware complexities. There is a further need for com-
pressing image data blocks into convenient sizes to maiatain
alignment for random access to any one or more pixels.

SUMMARY OF THE INVENTION

The present invention provides for fixed-rate block based
image compression with inferred pixel values. An image
processing system includes an jmage encoder engine and an
image decoder engine. The image encoder engine includes
an image decomposer, at least one block encoder, and an
encoded image composer. The block decomposer decom-
poses an original image into a header and a plurality of
blocks, which are composed of a plurality of image ¢lements
or pixels. The block encoder subsequently processes each
block. The block encoder includes a selection module, a
codeword generation module, and a construction module,
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Specifically, the selection module computes a set of param-
eters from image data values of each set of image elements.
The codeword generation module then generates codewords,
which are reference image data values such as colors or
density values. Subsequently, tbe construction module uses
the codewords to derive a set of quantized image data
values, The copstruction module then maps each of the
image element’s original image data values with an index to
one of the derived image data values. Finally, the codewords
and indices are output as encoded image blocks.
Conversely, the image decoder engine includes an
encoded image decomposer, at least one block decoder, and
an image composer. The image decomposer takes the
encoded image and decomposes the encoded image into a
header and plurality of encoded image blocks. The block
decoder uses the codewords in the encoded image blocks to
generate a set of derived image data values. Subsequently,
the block decoder maps the index values for each image
element to one of the derived image data values. The image
composer then reorders the decompressed image blocks in
an output data file, which is forwarded to a display device.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a data processing system,
according to an embodiment of the present invention;

FIG. 2 is a block diagram of an image processing system;

FI1G. 3A is a block diagram of one embodiment of an
image encoder system;

FIG. 3B is a block diagram of an alternative embodiment
of an image encoder system;

FIG. 3C is a graphical representation of an image block;

FIG. 3D is a graphical representation of a three-dimen-
sional image block;

FIG. 4 is a block diagram of an jmage block encoder of
FIG. 2A, 3A, or 3B;

FIG. 5A is a data sequence diagram of an original jmage;

F1G. 5B is a data sequence diagram of encoded image
data of an original image output from the image encoder
system;

FIG. 5C is a data sequence diagram of an encoded image
block from the image block encoder of FIG. 4;

FIG. 6A-6E are flowcharis illustrating encoding pro-
cesses, according to the present invention;

FI1G. 7A is a block diagram of an image decoder system;

F1G. 7B is a block diagram of one embodiment of a block
decoder of FIG. 7A;

F1G. 7C is a block diagram of an alterpative embodiment
of a block decoder of FIG. 7A;

FIG. 7D is a logic diagram illustrating an exemplary
decoder unit, according 1o the present jovention;

FIG. 8A is a flowchart illustrating a decoding process of
the image decoder of FIG. 2; )

FIG. 8B is a flowchart illustrating operations of the block
encoder of FIG. 7A; )

FI1G. 9A is a block diagram of a subsystem for random
access to a pixel or an image block; and

FIG. 9B is a flowchart illustrating random access to a
pixel or an image block.

DESCRIPTION OF THE PREFERRED
EMBODIMENT

FIG. 1 is a block diagram of an exemplary data processing
system 100 for implementing the present invention, The dala
processing system 100 comprises a CPU 102, a memory
104, a storage device 106, input devices 108, output devices
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110, and a graphics engine 112 all of which are coupled to
a system bus 114, The memory 104 and storage device 106
store data within the data processing system 100. The input
device 108 inputs data into the data processing system 100,
while the output device 110 receives data from the data
processing system 100. Although the data bus 114 is shown
as a single line, alternatively, the data bus 114 may be a
combination of a processor bus, a PCI bus, a graphic bus, or
an ISA bus.

FIG. 2 is a block diagram of an exemplary image pro-
cessing system 200. In one embodiment, the image process-
ing system 200 is coptaiped within the graphics engine 112
(FIG. 1). The image processing system 200 includes an
image encoder engine 202 and an image decoder engine 204,
The image processing system 200 may also include, or be
coupled to, an image source unit 206, which provides
images to the image encoder engine 202. Further, the image
processing system 200 may include or be coupled to an
output unjt 208 to which processed images are forwarded for
storage or further processing. Additionally, the image pro-
cessing system 208 may be coupled to the memory 104
(FIG. 1) and the storage device 106 (F1G. 1). In an alterpa-
tive embodiment, the image epcoder engine 202 and the
image decoder engine 204 are coptained within different
computing devices, and the encoded images pass between
the two engines 202 and 204.

Within the image encoder engine 202, images are broken
down into individual blocks and processed before being
forwarded, for example, 1o the storage device 106 as com-
pressed or encoded image data. When the encoded image
data are ready for further processing, the encoded image data
are forwarded to the image decoder engine 204. The image
decoder engine 204 receives the encoded image data and
decodes the data to generate an outpul that is a representa-
tion of the original image that was received from the image
source unit 206.

FIGS. 3A and 3B are block diagrams illustrating two
exemplary embodiments of the image encoder engine 202 of
FIG. 2. The image encoder engine 202 comprises an image
decomposer 302, a header converter 304, one or more block
encoders 306 in FIG. 3A (3064-306n, where n is the nth
encoder in FIG. 3B), and an encoded image composer 308.
The image decomposer 302 is coupled to receive an original
image 310 from a source, such as the image source unit 206
(FIG. 2), and forwards information from a header of the
original image 310 to the header converter 304. Subse-
quently, the header converter 304 modifies the original
header to generate a modified header, as will be described
further in connection with FIG. SB. The image decomposer
302 also breaks, or decomposes, the original image 310 into
R pumbers of image blocks, where R is any integer value.
The pumber of image blocks the original image 310 is
broken into may depend on the number of image pixels. In
an exemplary embodiment, the image 310 having A image
pixels by B image pixels will, typically, be (A/4)x(B/4)
blocks. For example, an image that is 256 pixels by 256
pixels will be broken down into 64x64 blocks. In the present
embodiment, the image is decomposed such that each image
block is 4 pixels by 4 pixels (16 pixels). Those skilled in the
an will recognize that the number of pixels or the image
block size may be varied.

Briefly turning to F1G. 3C, an example of a single image
block 328 is jllustrated, The image block 320 is composed
of image elements (pixels) 322. The image block 320 may
be defined as an image region, W pixels in width by H pixels
in height. In the embodiment of FIG. 3C, the image black
320 is W=4 pixels by H=4 pixels (4x4).
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In an alternative embodiment, the original image 310
(F1G. 3A or 3B) may be a three-dimensional volume data set
as shown in FIG. 3D. FIG. 3D illustrates an exemplary
three-dimensional image block 330 made up of sixteen
image elements (volume pixels or voxels) 332. Image block
330 3s defined as an image region W voxels in width, H
voxels in height, and D voxels in depth.

The three-dimensional volume data set may be divided
into image blocks of any size or shape. For example, the
image may be divided along a z-axis into a plurality of
xxyxz sized images, where z=1. Each of these xxyx] images
may be treated similarly with two-dimensional images,
where each xxyx1 image is divided into two-dimensional
image blocks, as described above with respect to FIG, 3C.
However, decomposing the three-dimensional image into
two-dimensional “slices” for compression does not fully
utilize the graphical similarities that may exist in the z
(depth) direction in a three-dimensional image. To utilize
such similarities, the volume data may be decomposed into
a plurality of three-dimensional image blocks. It will be
understood that in alternative erubodiments, other combina-
tions of WxHxD are possible, and may be more desirable,
depending on the data being compressed.

This type of three-dimensional image data is used, for
example, io medical imaging applications such as ultrasound
or magnetic resonance jmaging (“MRI”). In such an appli-
cation, a body part is scanned to produce a three-dimen-
siopal matrix of image elements (i.e., image block com-
prised of voxels 320). The image s X voxels wide by y
voxels high by z voxels deep. In this example, each voxel
provides density data regarding characteristics of body tis-
sue, In ultrasound applications, each voxel may be provided
with a brightuess level indicating the strength of echoes
recejved during scanning,

In the embodiment of FIG. 3D, the original image 310 is
a three-dimensional data volume where the image data are
density values. In alternative embodiments, other scalar data
types may be represented in the original image 310, such as
transparency or elevation data. In funher embodiments,
vector data, such as the data used for *bump maps”, may be
represented.

Referring back to FI1GS. 3A and 3B, each block encoder
306 receives an image block 320 from the image decom-
poser 302, and encodes or compresses each image block
320. Subsequently, each encoded image block is forwarded
to the encoded image composer 308, which orders the
encoded image blocks in a data file. Next, the data file from
the encoded image composer 308 is concatenated with the
modified header from the header converter 304 to generate
an encoded image data file that is forwarded 1o an output
312. Thus, the modified header and the encoded image
blocks together form the encoded image data that represent
the original image 310. Alternatively, having more than one
block encoder 30603061, as shown in FIG. 3B, allows for
encoding multiple image blocks simultanecusly, one image
block per block encoder 306a~306r, within the image
encoder engine 202. Advantageously, simuitaneous encod-
ing increases image processing efficiency and performance.

The image data associated with the original image 310
may be in any one of a variety of formats including
red-green-blue (“RGB™), YUV 420 (YUV are color models
representing lnminosity and color difference signals), YUV
422, or a propriety color space. ln some cases, conversion to
a different color space before encoding the original image
310 may be vseful. In one embodiment, each image block
320 is a 4x4 set of pixels where each pixel 322 is 24-bits in
size. For each pixel 322, there are 8-bits for a Red (“R™)-
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channel, 8-bits for a Green (“G”)-channel, and 8-bits for a
Blue (“B”)-channe] in an RGB implementation color space.
Alternatively, each encoded image block is also a 4x4 set of
pixels with each pixel being only 2-bits in size and having
an aggregate size of 4-bits as will be described further below.

F1G. 4 is a block diagram illustrating an exemplary block
encoder 306 of FIGS. 3A and 3B. The block encoder 306
includes a quantizer 402 and a bitmap construction module
404. Further, the quantizer 402 includes a block type module
406, a curve selection module 408, and a codeword genera-
tion module 410.

Each image block 320 (FIG. 3C) of the decomposed
original image 318 (FIGS. 3A and 3B) is received and
initially processed by the quantizer 402 before being for-
warded 1o the bitmap construction module 404. The bitmap
construction module 404 outputs encoded image blocks for
the encoded image composer 308 (FIGS. 3A and 3B) w0
order. The bitmap construction module 404 and the modules
of the quantizer 402 are described in more detail below.

Briefly, F1G. 5A is a diagram of a data sequencer or string
500 represepting the original image 310 (FIGS. 3A and 3B)
that is received by the block decomposer 302 (FIGS. 3A and
3B). The data string 500 includes an a-bit header 502 and a
B-bit image data 504. The header 502 may include infor-
mation such as pixel width, pixel height, format of the
original image 310 (e.g., number of bits to the pixe] in RGB
or YUV format), as well as other information. The image
data 504 are data representing the original image 310, itself.

FIG. 5B is a diagram of a data sequence or string 510
representing encoded image data that are generated by the
image encoder engine 202 (FIG. 2). The encoded image data
string 510 includes a2 modified header portion 512 and an
encoded image block portion 514. The modified header
portion 512 is generated by the header converter 304 (FIGS.
3Aand 3B) from the original o-bit header 502 (FIG. 5A) and
includes information about file type, number of bits per pixel
of the original image 310 (FIGS. 3A and 3B), addressing in
the original image 310, other miscellaneous encoding
parameters, as well as the width and height information
indicating size of the original image 310. The encoded
image block portion 514 includes encoded image blocks
516a—q from the block encoders 306 (FIGS. 3A and 3B)
where q is the number of blocks resulting from the decom-
posed original image 310.

FIG. 5C js a diagram of a data sequence or string 518
representing an encoded image block. The data string 518
may be similar 1o any one of the encoded image blocks
516a—q (FIG. 5B) shown in the encoded image data string
510 of F1G. 5B.

The encoded image block data string 518 includes a
codeword section 520 and a bitmap section 522. The code-
word section 520 includes j codewords, where j is an integer
value, that are used to compute colors of other image data
indexed by the bitmap section 522. A codeword is an n-bit
data string that jdentifies a pixel property, such as color
component, density, transparency, or other image data val-
ves. In one embodiment, there are two 16-bit codewords
CW,and CW, (=2). The bitmap section 522 is 2 Q-bit data
portion and is described in more detail in connection with
FIG. 6B.

In an alternative embodiment, each encoded image block
is 64-bits, which includes two 16-bit codewords apd a 32-bit
{4x4x2 Dbit) bitmap 522. Encoding the image block 320
(F1G. 3C) as described above provides greater system flex-
ibility and increased data processing efficiency. In a further
exemplary embodiment, each 32-bit bitmap section 522 may
be a three~dimensional 32-bit bitmap.
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FIGS. 6A—6E describe operations of the image encoder
engine 202 (FIG. 2). In flowchart 600, a general operation of
the image encoder engine 202 is shown. In block 602, a data
string 500 (F1G. 5A) of the original image 310 (FIGS. 3A
and 3B), which includes the a-bit header 502 (F1G. 5A) and
the B-bit image data 504 (FIG. 5A), is input into the image
decomposer 302 (FIGS. 3A and 3B). The image decomposer
302 decomposes the image 310 into the a-bit header and a
plurality of blocks in block 604. The a-bit header 502 is then
forwarded to the header converter 364 (FIGS. 3A and 3B).
Subsequently, the header converter 304 generates a modified
header 512 (FIG. 5B) from the «-bit header 502 in block
606. The modified header 512 is then forwarded to the
encoded image composer 308 (FIGS. 3A and 3B).

Simultaneous with the beader conversion process, each
image block 320 is encoded in block 608 by one or more of
the block encoders 30623062 (FIGS. 3A and 3B) to gen-
erate the encoded image blocks 516 (F1G. SB). Each image
block 320 may be processed sequentially in one block

encoder 306, or multiple image blocks 320 may be pro-

cessed in parallel in multiple block encoders 306a-306n.

The encoded image blocks 516 are output from the block
encoders 306, and are placed into a predefined order by the
encoded image composer 308. In one embodiment, the
encoded image blocks 516 are arranged in a file from left to
right and top to bottom and in the same order in which the
encoded image blocks 516 were broken down by the image
decomposer 302 (FIGS. 3A and 3B). The image encoder
engine 202 subsequently composes the modified header
information 512 from the header converter 304 and the
encoded image blocks 5316a~5164 in block 618, Specifically,
the modified header 512 and the ordered encoded image
blocks 516 are concatenated 1o generate the encoded image
data file 510 (FIG. 5B), which may be written as encoded
output 312 (FIGS. 3A and 3B) to the memory 104, storage
device 106, or any output device 110 (FIG. 1) in block 612.

FIG. 6B is a flowchart 620 showing the encoding process
of block 608 (FIG. 6A) in more detail. In block 622,
codewords 520 (FI1G. 5C) are computed by the codeword
generation module 430 (FIG. 4). The process for computing
these codewords 520 is described in more detail in connec-
tion with FIG. 6C.

Once the codewords 520 have been computed, pixel
values or properties, such as colors, for the image block 320
(F1G. 3C) are computed or quantized in block 624. Specifi-
cally, the codewords 520 provide points in a pixel space
from which m quantized pixel values may be inferred. The
m quantized pixel values are a limited subset of pixels in a
pixel space that are used to represent the current image
block. The process for quantizing pixel values, and more
specifically colors, will be described infra in connection
with FIGS. 8A and 8B. Further, the embodiments will now
be described with respect 1o colors of a pixel value although
one skilled in the ant will recognize that, in general, any pixel
value may be used with respect to the present invention.
Therefore, the image data, which is quantized may be any
form of scalar or vector data, such as density values,
transparency values, and “bump map” vectors.

In an exemplary embodiment, each pixel is encoded with
two bits of data which can index one or m quantized colors,
where m=4 in this embodiment. Further, four quantized
colors are derived from the two codewords 520 where two
colors are the codewords 520, themselves, and the other two
colors are inferred from the codewords 520, as will be
described below. It is also possible to use the codewords 520
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so that there is one index to indicate a transparent color and
three indices to indicate colors, of which one color is
inferred.

In another embodiment, the bitmap 522 (FIG. 5C) is a
32-bit data string. The bitmap 522 and codewords 520 are
output in block 624 as a 64-bit data siring representing an
encoded image block 518. Specifically, the encoded image
block 514 (FIG. SB) includes two 16-bit codewords 520
(n=16) and a 32-bit bitmap 522, Every codeword 520 that is
a 16-bit data siring includes a 5-bit red-channel, 6-bit
green-channel, and 5-bit blue-channel.

Each of the encoded image blocks 516 is placed together
and concatepated with modified header information 512
derived from the original a-bit header 502 of the original
image 310 (FI1GS. 3A and 3B). A resulting output is the
encoded image data 510 representing the original image
310.

FIG. 6C is a flowchart 630 illustrating a process for
computing codewords for the image blocks 320 (FIG. 3C),
and relates 1o color quantizing using quantizer 402 (F1G. 4).
The process for computing codewords can be applied to all
scalar and vector image data types. In select block type 632,
the quantizer 402 uses the block type module 406 (FIG. 4)
1o select a first block type for the image block 320 that is
being processed. For example, a selected block type may be
a four-color or a three-color plus transparency block type,
where the colors within the particular block type bave
equidistant spacing in a color space. Those of ordinary skill -
in the ari will readily recognize that selecting a block type
for each image is not intended to be limiting in any way.
Instead, the present invention processes image blocks that
are of a single block type, which eliminates the need to
distinguish between different block types, such as the three-
and four-color block types discussed above. Consequently,
the block type module 406 and select block type 632 are
optional.

Once the block type is selected, the quantizer 402 com-
putes an optimal analog curve for the block type in block
634. Computation of the optimal analog curve will be further
described in connection with FIG. 6D. The analog curve is
used to simplify quantizing of the colors in the image block.
Subsequently in block 636, the quantizer 402 selects a
partition of points along the analog curve, which is used to
simplify quantizing of the colors in the image block. A
partition may be defined as a grouping of indices {1 . . .
(WxH)} into m nonintersecting sets. In one embodiment, the
indices (1 . .. 16) are divided into three or four groups or
clusters (i.e., m=3 or 4) depending on the block type.

Once a partition is selected, optimal codewords for the
particular partition are computed in block 638. In addition to
computing the codewords, an error value (square error as
described infra) for the codeword is also computed in block
640. Both computations will be described in more detail in
connection with FIG. 6E. If the computed error value is the
first error value, the error valve is stored in block 642,
Alternatively, the computed emvor value is stored if it is less
than the previously stored error value. For each stored error
value, corresponding block type and codewords are also
stored in block 644. The process of flowchan 630 seeks to
find the block type and codewords that minimize the error
function.

Next in block 646, the code generation module 410 (FIG.
4) determines if all possible partitions are completed. If there
are more partitions, the code generation module 410 selects
the pext partition, computes the codewords and associated
error values, and stores the error values, associated block
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types, and codewords if the error value is less than the
previously stored error value,

Afier all the possible partitions are completed, the code-
word geperation module 410 determines, in block 648,
whether all block types have been selected. If there are more
block types, the codeword generation module 410 selects the
pext block type and computes the codeword and various
values as previously described. Afler the Jast block type has
been processed, the codeword generation module 410 out-
puts a result of the block type and codewords 520 (FIG. 5C)
having the minimum error in block 650.

In an alternative embodiment, the optimal analog curve
may be computed before selecting the block type. That is,
the optimal apalog curve is computed before the selection of
the block type and partition, computation of the codewords
and error values, and storage of the error value, block type,
and codeword. Computing the optimal analog curve first is
useful if all block types vse the same analog curve and color
space because the analog curve does not need 10 be recom-
puted for each block type.

FIG. 6D is a flowchart 660 describing a process of
identifying the optimal analog curve. The curve selection
module 408 (F1G. 4) first computes a center of gravity for
pixel colors of an image block 320 (F1G. 3C) in block 662.
The center of gravity compulation includes averaging the
pixel colors. Once the center of gravity is computed, a vector
in color space is identified in block 664 to minimize the first
moment of the pixel colors of the image block 320. Spe-
cifically for identifying a vector, a straight line is fit 10 a set
of data points, which are the original pixel colors of the
image block 320. The straight line is chosen passing through
the center of gravity of the set of data points such that it
minimizes a “moment of inertia” (i.e., square error). For
example, to compute a direction of a line minimizing the
moment of inertia for three pixel properties, tensor inertia, T,
is calculated from individual colors as follows:

wan| G+ €5 ~CeCy —CaCu
-CoCy  C5iCh  ~CyCy
-CaCy ~CuCy C(z,;»b-C?‘-

T=

izl

where C,, C,, and C, represent pixel properties {e.g., color
components in RGB or YUV) relative 1o a center of gravity.
In one embodiment of an RGB color space, Cy, is a value of
red, C;, is a value of green, and C,, is a value of blue for each
pixel, i, of the image block. Further, i takes on integer values
from 1 1o WxH, so that if W=4 and H=4, i ranges from 1 1o
16.

An eigenvector of tensor inertia, T, with the smallest
eigenvalue is calculated in block 666 using conventional
methods. An eigenvector direction along with the calculated
gravity center, defines an axis that minimizes the moment of
inertia. This axis is used as the optimal analog curve, which,
in one embodiment, is a straight line. Those of ordinary skill
in the ant will readily recognize that the optimal analog curve
is not limited to a straight line, but may include a set of
parameters, such as pixel values or colors, that minimizes
the moment of inertia or mean-square-error when fit to the
center of gravity of the pixel colors in the image block. The
set of parameters may define any geometric element, such as
a curve, plate, rapezoid, or the like.

FIG. 6E is a flowchart 670 describing the process under-
taken by the codeword generation module 410 (FIG. 4) for
selecting the partitions, computing the codewords and asso-
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ciated error for the partitions, and storing the error value,
block type, and codeword if the error value is Jess than a
previously stored error value, In block 672, the codeword
generation module 410 projects the WxH color values onto
the previously constructed optimal analog curve. The value
of WxH js the size in oumber of pixels of an image block
320 (FIG. 3C). In one embodiment where W and H are both
four pixels, W>dH is 16 pixels.

Subsequently in block 674, the colors are ordered sequen-
tially along the analog curve based on a position of the color
on a one-dimensional analog curve. After the colors are
ordered, the codeword generation module 410 searches, in
block 676, for optimal partitions. Thus, the codeword gen-~
eration module 410 takes the WxH colors {one color asso-
ciated with each pixel) that are ordered along the analog
curve and partitions and groups the colors into a finite
number of clusters with a predefined relative spacing. In one
embodiment where W=4 and H=4 (i.e.,, WxH is 16), the 16
colors are placed in three and four clusters (i.e., m=3 or 4).

In conducting the search for the optimal partition, a color
selection module within the codeword generation module
410 finds the best m clusters from the WxH points projected
onto the optimal curve, so that the error associated with the
selection is minimized. The best m clusters are determined
by minimjzing the mean-square-error with the constraint
that the points associated with each cluster are spaced to
conform to the predefined spacing.

In one embodiment for a block type of four equidistant
colors, the error may be defined as a square error along the
analog curve, such as

E= Z - po)t +

clustes®

2

cleyer}

{4 (2 1 W
X~ 5Po+§m)] + .
1 2

’(51’0 + §P1)]2 +¢m§.—3 i-m)

T

cluser?

where E is the error for the particular grouping or clustering,
Poand p, are the coded colors, and x, are the projected points
on the optimal analog curve.

In instances where the block type indicates three equidis-
tant colors, the ervor may be defined as a squared error along
the analog curve, such as

E's Y ti-pof+
lusterd

Z [x; - (;Po + %Pl)]z + Zﬂ(xi -
it

clusrer

After the resulting optimal codewords 520 are identified,
the codewords 520 are forwarded to the bitmap construction
module 404 (F1G. 4). The bitmap construction module 404
uses the codewords 520 to identify the m colors that may be
specified or inferred from those codewords 520 in block 678.
In one embodiment, the bitmap construction module 404
uses the codewords 520 (e.g., CW, and CW,) 10 identify the
three or four colors that may be specified or inferred from
those codewords 520.

Next in block 680, the bitmap copstruction module 404
constructs a block bitmap 522 (FIG. 5C) using the code-
words 520 associated with the image block 320 (FIG. 3C).
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Colors in the image block 320 are mapped to the closest
color associated with one of the quantized colors specified
by, or inferred from, the codewords 520, The result is a color
index, referenced as ID, per pixel in the block identifying the
associated qnantized color.

lnformation indicating the block type is implied by the
codewords 520 and the bitmap 522. In one embodiment, the
order of the codewords 520 indicates the block type. If a
pumerical value of CW,, is greater than 2 numerical value of
CW,, the image block is a four-color block. Otherwise, the
block is a three-color plus transparency block.

In one embodiment discussed above, there are two-color
image block types. One color image block type has four
equidistant colors, while the other color image block type
has three equidistant colors with the fourth color index used
10 specify that a pixel is transparent. For both color image
block types, the color index is two bits. In an embodiment
with density values in place of color values, each density
image block type has four equidistant density values.

The output of the bitmap construction module 404 is an
encoded image block 514 (F1G. 5B) having the m code-
words 520 plus the bitmap 522. Each encoded image block
516 is received by the encoded image composer 308 (FIGS.
3A and 3B) that, in turn, orders the encoded image blocks
516 in a file. In one embodiment, the encoded image blocks
516 are arranged from left to right and from top to bottom
and in the same order as the blocks were broken down by the
image decomposer 302. The ordered file having the encoded
image blocks 516 is concatenated with the modified header
information 512 that is derived from the a-bit header 502 of
the original image 310 (FIGS. 3A and 3B) to generate the
encoded image data 510 that is the output of the image
encoder engine 202 (FIG. 2). The outpwt may then be
forwarded to the memory 104, the storage device 106, or the
output device 130 (FIG. 1).

The exemplary embodiment of the image encoder engine
202 advantageously reduces the effective data size of an
image from 24-bits per pixel to 4-bits per pixel. Further, the
exemplary embodiment beneficially addresses transparency
issues by allowing codewords to be used with a transparency
jdentifier.

FIG. 7A is a block diagram of an exemplary image
decoder engine 204 (FIG. 2). The image decoder engine 204
includes an encoded image decomposer 702, a header con-
verter 704, one or more block decoders 706 (706a-706p,
where p represents the last block decoder), and an image
composer 708. The encoded image decomposer 702 is
coupled to receive the encoded image data 514 (FIG. 5B)
output from the image encoder engine 202 (FIG. 2). The
encoded image decomposer 702 receives the encoded image
data string 510 and decomposes, or breaks, the encoded
image data string 510 into the header 512 (FIG. 5B) and the
encoded image blocks 514 (FIG. 5B). Next, the encoded
image decomposer 702 reads the modified beader 512, and
forwards the modified header 512 to the header converter
704. The encoded image decomposer 702 also decomposes
the epcoded image data string 510 ipto the individual
encoded image blocks 516 (FIG. 5B) that are forwarded to
the one or more block decoders 706.

The header converter 704 converis the modified header
512 into an owput header. Simultaneously, the encoded
image blocks 516 are decompressed or decoded by the one
or more block decoders 706. Each encoded image block 516
may be processed sequentially in one block decoder 706, or
multiple encoded image blocks 514 may be processed in
paralle] with one block decoder 706 for each encoded image
block 516. Thus, muitiple block decoders 706 allow for
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parallel processing that increases the processing perfor-
mance and efficiency of the image decoder engine 204 (FIG.
2). .

The image composer 708 receives each decoded image
blocks from the one or more block decoders 706 and orders
the decoded image block in a file. Further, the image
composer 708 receives the converted header from the header
converter 704. The converted header and the decoded image
blocks are placed together to generate output data represent-
ing the original jmage 310.

F1G. 7B is a block diagram of an exemplary embodiment
of a block decoder 706. Each block decoder 706 includes a
block type detector 710, one or more decoder units 712, and
an ouiput selector 714. The block type delector 710 is
coupled to the encoded image decomposer 702 (FIG. 7A),
the output selector 714, and each of the one or more decoder
units 712.

The block type detector 710 receives the encoded image
blocks 514 and determines the block type for each encoded
image block 516 (FIG. 5B). The block type is detected based
on the codewords 520 (FIG. 5C). After the block type is
determined, the encoded image blocks 514 are passed to
each of the decoder units 712, which decompress or decode
each encoded imape block 516 to generate colors for each
particular encoded image block 516. The decoder units 712
may be c-channels wide (e.g., one chanuel for each color
component or pixel property being encoded), where ¢ is any
integer vahie. Using the selector signal, the block type
detector 710 enables the output selector 714 to output the
color of each encoded image block 516 from one of the
decoder units 712 that corresponds with the block type
detected by the block type detector 710. Specifically, the
block type detector 710 passes a selector signal to the ontput
selector 714 that is used 1o select an output comresponding to
the block type detected. Alternatively, using the selector
signal, the appropriate decoder unit 712 could be selected so
that the encoded block is only processed through the
selected decoder umit.

FIG. 7C is a block diagram of an alternative embodiment
of a block decoder 706. In this embodiment, the block
decoder 706 includes a block type detector 720, a first
decoder unit 722, a second decoder unit 724, and an output
selector 726. The block type detector 720 is coupled to
receive each encoded image block 516 (FIG. 5B), and
determine by comparing the codewords 520 (F1(G. 5C) of the
encoded image block, the block type for each encoded image
block 516. For example, the block type may be four quan-
tized colors or three quanitized colors and a transparency.
Ogce the block type is selected and a selector sigpal is
forwarded to the output selector 726, the encoded image
blocks 516 are decoded by the first and second decoder units
722 and 724, respectively, to produce the pixel colors of
each image block. The output selector 726 is enabled by the
block type detector 720 to output the colors from the first
and second decoder units 722 and 724 that correspond to the
block type selected.

FIG. 7D is a logic diagram illustrating an exemplary
embodiment of a decoder unit similar to the decoder units
722 and 724 of F1G. 7C. For simplicity, the functiopality of
each of the first and second decoder units 722 and 724 is
merged into the single logic diagram of FIG. 7D. Those
skilled in the art will recogaize that although the diagram is
described with respect to a red-channel of the decoder units,
the remaining channels (i.e., the green-channel and the
blue-channel) are similarly coupled and functionally equiva-
lent.

Copy provided by USPTO from the PIRS Image Database on 04/15/2010



US 7,043,087 B2

13

The logic diagram jllustrating the first and second decoder
units 722 and 724 is shown including portions of the block
type detector 710, 720 (FIGS. 7B and 7C, respectively) such
as a comparator unit 730. The comparator unit 730 is
coupled to and works with a first 2x]1 multiplexer 7324 and
a second 2x1 multiplexer 7325. Both 2x1 multiplexers 732a
and 732b are coupled to a 4x1 muliiplexer 734 that serves
10 select an appropriate color fo output. The 4x1 multiplexer
734 is coupled to receive a iransparency indicator signal that
indicates whether or not a transparency (e.g., no color) is
being sent. The 4x1 multiplexer 734 selects a color for
output based on the value of the color index, referenced as
the 1D signal, that references the associated quantized color
for an individual pixe] of the encoded image block 514 (FIG.
5B).

A red-channel 736 of the first decoder unit 722 includes
a first and a second red-channel line 738a and 7385 and a
first and a second red-color block 740a and 740b. Along the
path of each red-color block 740a and 7405 is a first full
adder 742a and 742b, a second full adder 744a and 7445,
and carry-look ahead (CLA) adders 746a and 746b. The
second decoder unit 724 contains similar compopents as the
first decoder unijt 722.

The CLA adder 746a of the first red-color block 740a path
of the first decoder unit 722 is coupled to the first 2x1
multiplexer 732a, while the CLA adder 7465 of the second
red-color black 7405 path of the first decoder wnit 722 is
coupled to the second 2x1 multiplexer 7325. Further, adder
748 of the second decoder unit 724 is coupled to hoth the
first and the second 2x1 multiplexers 732a and 732b.

FIG. 8A is a flowchart 800 jllustrating an operation of the
decoder engine 204 (FIG. 2) in accordance with an exem-
plary embodiment of the present invention. For purposes of
illustration, the process for the decoder engine 204 will be
described with a single block decoder 706 (FI1G. 7A) having
two decoder nnits 722 and 724 as described earlier in
conpectiop with FIG. 7C. Those skilled in the art will
recognize that the process is functiopally equivalent for
decoder systems having more than one block decoder 706
and more than two decoder units 712, as discussed in
consection with FIG. 78.

In block 802, the encoded image decomposer 702 (FIG.
7A) receives the encoded or compressed image data 510
(F1G. 5B) from the image encoder engine 202 (FIG. 2),
through the memory 104 (FIG. 1) or the storage device 106
(FI1G. 1). Next, the encoded image decomposer 702 decom-
poses the encoded jmage data 510 by forwarding the modi-
fied header 512 (FIG. 5B) to the header converter 704 (FIG.
74) in block 804.

Subsequently in block 806, the header converter 704
converts the header information to generate an output header
that is forwarded to the image composer 708 (FIG. 7A).
Simultaneously, the one or more block decoders 706 (FIG.
"7A) decode pixel] colors for each encaded image block 516
(FIG. 5B) in block 808. Each encoded image block 516 may
be decoded sequentially in one block decoder 706 or mul-
tiple encoded image blocks 514 (FIG. 5B) may be decoded
in parallel in multiple block decoders 706 in block 808. The
process for decoding each encoded image block 516 is
further described in connection with FIG. 8B. Each decoded
image block is then composed into a data file with the
converied header information by the image composer 708 in
block 819. The image composer 708 then generates the data
file as an output that represents the original image 310
(FIGS. 3A and 3B).

FIG. 8B is a flowchant 820 illustrating an operation of the
block decoder 706 (FIG. 7A) in accordance with an exem-
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plary embodiment of the present invention. Initially, each

encoded image block 516 (FI1G. 5B) is received by the block
decoder 706 in block 822. Specifically, for one embodiment,
the first and the second codewords 520 (e.g., CW, and CW,

of FIG. 5C) are received by the block type detector 710, 720
(FIGS. 7B and 7C, respectively) of the block decoder 706.
As discussed above, comparing the numerical values of
CW_ and CW, reveals the block type. The first five bits of
each codeword 520 that represent the red-channel color are
received by the red-channel of each of the first and second
decoder units 722 and 724 (FIG. 7C). Furthermore, the
second 6-bits of each codeword 520 that represent the
green-channe] color are received by the green-channel of
each of the first and the second decoder units 722 and 724,
while the last 5-bits of each codeword 520 that represent the
blue-channel color are received by the blue-channel of each
of the first and second decoder units 722 and 724,

Next in block 824, the block type detector 730 detects the
block type for an encoded image block 514. Specifically, the
comparator 730 (FIG. 7D) compares the first and the second
codewords 520 (e.g., CW, and CW,) and generates a flag
signal to enable the first 2x] multiplexer 732a or the second
2x1 multiplexer 7324. In block 826, either the first decoder
unit 722 or the second decoder unjt 724 is selected.

Subsequently quantized color levels for the decoder units
722 and 724 are calculated in block 828. The caleulation of
the quantized color levels will now be discussed in more
detail. Injtially, the first decoder unit 722 calculates the four
colors associated with the two codewords 520 (e.g., CW,
and CW,) using the following exemplary relationship:

CWy = first codeword = first colors;

CW) = second codeword = second color;

CWj = third color = %cwo+ %CWI: and

1 2
CWj = fourth cofor = 5CW0+ §CW|.

In one embodiment, the first decoder unit 722 may
estimate the above equations for CW, and CW, as follows:
5 3
CWy = §CW0+ §CW,:and

C’W'BCW 5t’.‘W
3=3% o+§ 1.

The red-color blocks 740a and 7405 (F1G. 7D) serve as
one-bit shift registers to obtain

1 1
ECWO or ECWI‘

Further, each full adder 742a, 7425, 744a, and 744b (F1G.
7D) also serves to shift the signal Jeft by 1-bit. Thus, the
sigoal from the first full adders 742a and 7425 is

3 1
ZCWO or zCW;.
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respectively, becanse of a 2-bit overal] shift, while the signal
from the second full adders 7444 and 744b is

1 1
gCWo or -S-CW;,

respectively due to a 3-bit overall shift. These values allow
for the above approximations for the color signals.

The second decoder unit 724 (FIG. 7C) calculates three
colors associated with the codewords 520 (e.g., CW, and
CW,), and includes a fowrth signal that indicates a trans-
parency is being passed. The second decoder nnit 724
calculates colors using the following exemplary relation-
ship:

CWy = first codeword = first color;,

LW) = second codeword = second color,
1 i

CW; = third color = -iCWa + ECWnand

T = Transparency.

In ope embodiment, the second decoder wnit 724 has no
approximation because the signals received from the red-
color blocks 740a and 7405 are shifted left by 1-bit so that
the color is already calculated to

1 1
2 oW,
2CWu and 2(3 (!

respectively.

After the quantized color levels for the decoder units 722
and 724 selected in block 826 have been calculated in block
828, each bitmap value for each pixel is read from the
encoded image data block 510 (FIG. 5A) in block 830. As
each index is read, it is mapped in block 832 to one of the
four calculated colors if the first decoder nnit 722 is selected.
Alternatively, one of the three colors and transparency is
mapped in block 832 if the second decoder unit 724 js
selected. The mapped colors are selected by the 4x1 multi-
plexer 734 based on the value of the ID signal from the
bitmap 522 (FIG. 5C) of the encoded image block 514. As
stated previously, a similar process occurs for selection of
colors in the green-channel and the blue-chanael.

As the color data are output from the red-channel, pgreen-

channel and blue-channel, the outpul are received by the
image composer 708 (FIG. 7A). Subsequenily, the image
composer 708 amranges the output from the block encoders
706 in the same order as the original image 310 was
decomposed. The resulting image is the original image 310,
which is then forwarded 1o an output unit 208 (FIG. 2; e.g.,
2 computer screen), which displays the image.
.. This exemplary embodiment beneficially allows for ran-
dom access to any desired image block 320 (FIG. 3C) within
an image, and any pixe} 322 (FIG. 3C) within an image
block 320. FIG. 9A is a block diagram of a subsystem 900
that provides random access to a pixel 322 or an image block
320 in accordance with one embodiment of the present
invention.

The random access subsystem 900 includes a block
address computation module 902, a block fetching module
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904, and one or more block decoders 706 coupled 1o the
block address computation module 902 and the block fetch-
ing module 964. The block address computation module 902
receives the header information 512 (FIG. 5B) of the
encoded image data string 510 (FIG. 5B), while the block-
ferching module 904 receives the encoded image block
portion 514 (F1G. 5B) of the encoded image data string 510.

FIG. 9B is a flowchart 910 of a process for random access
10 2 pixel 322 (F1G. 3C) or an image block 320 (FIG. 3C)
using the random access subsystem 900 of FIG. 9A. When
particular pixels 322 have been identified for decoding, the
image decoder engine 204 (FIG. 2) receives the encoded
image data string 510 (F1G. 5B). The modified header 512
(FIG. 5B) of the encoded image data string 510 is forwarded
to the block address computation module 902 (F1G. 9A), and
the encoded image block portion 514 (FIG. 5B) of the
encoded image data string 510 is forwarded to the block-
fetching module 904 (FIG. 9A).

In block 912, the block address computation module 902
reads the modified header 512 10 compute an address of the
encoded image block portion 514 having the desired pixels
322, The address computed is dependent upon the pixel
coordinates within an image. Using the computed address,
the block-fetching module 904 identifies each encoded
image block 516 (FIG. 5B) of the encoded image block
portion 514 that contains the desired pixels 322 in block 914.
Once each encoded image block 516 having the desired
pixels 322 has been identified, only the identified encoded
image block 516 is forwarded to the block decoders 706
(FIG. 9A) for processing.

FIG. 9B is similar to the process described above in FIG.
8B, wherein the block decoders 706 compute quantized
color levels for each identified encoded image blocks 516
having the desired pixels in block 916. Afier the quaptized
color levels have been computed, the color of the desired
pixel is selected ip block 918 and output from the image
decoder engine 204,

Random access to pixels 322 of an image block 320 (FIG.
3C) advantageonsly allows for selective decoding of only
needed portions or sections of an image. Random access also
allows the image te be decoded in any order the data is
required. For example, in three-dimensjonal texture map-
ping only portions of the texture may be required and these
portions will generally be required in some nop-sequential
order. Thus, this embodiment of the present invention
increases processing efficiency and performance when pro-
cessing, only a portion or section of an image. Further, the
present invention beneficially encodes or compresses the
size of an original image 310 (FIGS. 3A and 3B) from
24-bits per pinel to an aggregate 4-bits per pixel, and then
decodes or decompresses the encoded image data string 510
(FIG. 5B) to get a representation of the onginal image 316.
Additionally, the exemplary embodiment uses two base
points or codewords from which additional colors are
derived so that extra bits are not necessary to identify a pixel
322 color.

Moreover, the exemplary embodiment advantageously
accomplishes the data compression on an individual block
basis with the same pumber of bits per block so that the
compression rate can remain fixed. Further, because the
blocks are of fixed size with a fixed number of pixels 322,
random access to any particular pixel 322 in the block is
allowed. Additionally, an efficient use of system resources is
provided because entire blocks of data are pot retrieved and
decoded to display data corresponding to only a few pixels
322.
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Finally, the use of fixed-rate 64-bit data blocks provides
the: advantage of having simplified headér information that
altows for faster processing of individual data blocks. A
64-bit data block allows for faster processing as the need to
wait until a full dawa string is assembled is eliminated,
Further, an imagiong system in accordance with the present
imvention may also reduce the microchip space necessary for
fecoder system because the decoder system only needs to
decode each pixel 322 1o a set of colors determined by, for
example, the two codewords 520 (FIG. 5C).

The present invention has been described above with
reference 1o specific embodiments. It will be apparent to
those skilled in the art that various modifications may be
made and other embodiments can be used without departing
from the broader scope of the invention. These and other
ariations of the specific embodiments are intended 1o be
covered by the present invention.

What is claimed is:

1. An image decoder engine for decoding an encoded
image data file, comprising:

an encoded image decomposer for decomposing the
encoded image data file inte a modified header and at
least one compressed image block, each image block
having at least one associated codeword and a plurality
of image elements assocjated with an index value; and
at Jeast one block decoder coupled to the encoded image
decorposer for decompressing the at least one com-
pressed Image block into at least one decompressed
image block by generating a set of quantized image
data values and mapping the index value to a quantized
image data value from the set of quantized image data
values, the at least one block decoder further compris-
ing,
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at least one decoder configured for decompressing each
of the at least one compressed image block to
generate colors for each of the at least one com-
pressed image block.

2. The image decoder engine of claim 1 further compris-
ing an image composer configured for ordering the at Jeast
one decompressed image blocks in an output data file.

3. The image decoder engine of claim 1 wherein the set of
quantized image data values comprise the at least one
associated codeword and at least one image data value
derived from the at Jeast one associated codeword.

4. The image decoder engine of claim 1 further compris-
ing a header converter coupled to the encoded image decom-
poser and configured for converting the modified header into
an output header.

5. The image decoder engine of claim 4 wherein the image
composer orders the at least one decompressed image block
and the output header into 2 data file.

6. The image decoder engine of claim 1 wherein the at
least ope block decoder further comprises a block type
detector configured for determining a block type for each of
the at Jeast one compressed image block based on the at Jeast -
one associated codeword.

7. The image decoder engine of claim 1 wherein the
decoder js configured to decompress each of the at least one
compressed image block based on a block type.

8. The image decoder engine of claim 1 wherein the at
least one block decoder further comprises an output selector
for outputting the at least one decompressed image block.

ok ok k%
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SONICBLUE INC (Form: 8-K/A, Received: 02/28/2001 08:07:24)

Item 7. Financial Statements and Exhibits.

Item 7 of the Registrant's Current Report on Form 8-K, filed with the
Securities and Exchange Commission on January 18, 20001, is hereby amended and restated in its entirety as follows:

(a) Financial Statements of Business Acquired.
Not applicable.
(b) Unaudited Pro Forma Financial Information.

The unaudited pro forma condensed consolidated financial statements include: (1) unaudited pro forma condensed consolidated statement
of operations for the year ended December 31, 1999; (2) unaudited pro forma condensed consolidated statement of operations for the
nine-month period ended September 30, 2000; (3) unaudited pro forma condensed consolidated balance sheet as of September 30, 2000;
and (4) the accompanying notes to unaudited pro forma condensed consolidated financial statements.

The unaudited pro forma condensed consolidated balance sheet as of September 30, 2000 reflects the financial position of SONICblue
Incorporated ("SONICblue") after giving effect to the disposition of assets and liabilities and receipt of proceeds as if the disposition of
the graphics chip business occurred on September 30, 2000.

The unaudited pro forma condensed consolidated statement of operations for the nine-month period ended September 30, 2000 assumes
the disposition of the graphics chip business occurred on January 1, 2000. The unaudited pro forma condensed consolidated statement of
operations for the year ended December 31, 1999 is presented as if the disposition of the graphics chip business and the acquisition of
Diamond Multimedia Systems, Inc. (which was acquired on September 24, 1999) occurred on January 1, 1999. The pro forma
adjustments are preliminary and based on management's estimates. Based on the timing of the closing of the transaction, the finalization
of the separation plans and other factors, final adjustments may differ materially from those presented in these pro forma financial
statements.

The unaudited pro forma condensed consolidated financial statements are not necessarily indicative of what the actual financial results
would have been had the transactions described above taken place on January 1, 2000, January 1, 1999 or September 30, 2000. In
addition, they do not purport to indicate the future results of operations or financial position of VIA Technologies, Inc. or SONICblue.

These unaudited pro forma condensed consolidated financial statements should be read in conjunction with the historical annual and
interim financial statements of SONICblue that have been filed with the Securities and Exchange Commission.
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SONICBLUE INC (Form: 8-K/A, Received: 02/28/2001 08:07:24)

SONICBLUE INCORPORATED
UNAUDITED PRO FORMA CONDENSED CONSOLIDATED BALANCE SHEET

SEPTEMBER 30, 2000
(IN THOUSANDS)
HISTORICAL ADJUSTMENT PRO FORMA
ASSETS
Current assets:
Cash and cash equivalents.. ... ittt inenenan. $ 27,303 {1,018) 1 26,285
Investment —~UMC. ...ttt eianaaneonnn 340,126 - 340,126
Short-term InvestmentS. ettt enerneennnnnnnnneas 62,807 - 62,807
Accounts receivable, net. ... ..ttt einanens 81,194 {36,502) 1 44,692
8w o Bl o 87,062 (56,662) 1 30,400
Prepaid expenses and other assets........... e 14,158 (2,161} 1 11,998
Total current asSelS. ... .. iuiu it nesnnnnnnnss 612,651 (96,343) 516,308
Property, plant and equipment, net..........cvuivmnnnenn 27,988 (9,765) 1 18,223
Investment ~ UMC. ...t i ittt c it men 406,363 - 406,363
Other InvestmMeNnES . i ittt inrrenetnrenneraeennenonneonns 32,483 - 32,483
Goodwill and intangible assets. ...t iiinnennennnennn, 171,195 - 171,195
Other assets. v iii it i i i i i it i et e eeann s 13,130 - 13,130
Total AssetsS. . .vu it s e e e, $1,263,810 (106,108) 1,157,702
LIABILITIES AND STOCKHOLDERS' EQUITY
Current liabilities:
Accounts payable. ... it i i i e e e, 5 86,155 (30,784) 1 $ 55,371
Notes payable. ... .ot i i ittt aea s 54,381 - 54,381
Accrued liabilities......iiiiii i e nnnnnnnnann 59, 669 (6,867) 1 52,802
Deferred LaXeS . v i ittt tenenaattosneeeenneeneneenss 39,014 - 39,014
Deferred revenue......... et e e, 7,882 (314) 1 7,568
Total current liabilities........v.ivivernnnnnnn. 247,101 (37,965) 209,136
Deferred LaXeS. ...ttt ettt it ittt anna ' 106,796 - 106,796
Other liabilities ...ttt iieneranaennan 5,151 {(653) 1 4,498
Convertible subordinated debentures.......... . ..cco.u.. 103, 500 - 103,500
Total liabilities..........ovvviinne. e 462,548 (38,618) 423,930
Stockholders' equity:
Common StoCK. ... ivvnnanenonen e e 591,120 (46,861) 4,5 544,259
Accumulated other conmprehensive losses.............. (126,052) - (126,052)
Accumulated arningS ... vaune it ane et rnaanreaann 336,194 (20,029) 1,4,5 315,565
Total stockholders' equity.......c.oviiininnenn, 801,262 {67,490) 733,772
TOTAL LIABILITIES AND STOCKHOLDERS' EQUITY............. $1,263,810 (106,108) 1,157,702

See Accompanying Notes to Unaudited Pro Forma Condensed Consolidated Financial Statements.
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SONICBLUE INCORPORATED
UNAUDITED PRO FORMA CONDENSED CONSOLIDATED
STATEMENT OF OPERATIONS
NINE MONTHS ENDED SEPTEMBER 30, 2000
(IN THOUSANDS, EXCEPT PER SHARE AMOUNTS)

HISTORICAL ADJUSTMENTS PRO FORMA
Net SaleS. .ttt ittt i i it ts e araennnannaansn $ 437,499 (192,913) 2 244,586
CoSt Of SALES .ttt ittt ettt ettt ’ 439,323 (173,491) 2 265,832
Gross Margin (loSS) it ittt i ir ettt tiere e {1,824) (19,422) (21,246)
Operating expenses:
Research and development. ..ottt ir e nnenennennnnnn 63,708 (17,680) 2 46,028
Selling, marketing and admin............ ... v 88,102 (8,124) 2 79,978
ReStIUCTUring EXPeNSeS .. vttt it ine e rennneeennsnn 8,981 - 8,981
Amortization of goodwill. . ..ttt ittt 33,354 - 33,354
Total operating expenses .. ... veriin i nnennnnnnn 194,145 (25,804) 168,341
Income (loss) from OpPerationNS..vuee i eervenrennneennnn (195,969) 6,382 (189,587)
Gain on sale of joint venture..........cevuuvurnnnnnn 14,738 - 14,738
Gain on UMC Anvestment ... uee oyttt iin i reneeennenenns 873,749 - 873,749
Gain on other investment............ciiiiirinnnnnnnn 5,917 - 5,917
Other inComME (EXPENSE) t ittt inr vt onerenoneenans {2,539) 538 2 (2,001)
Income before INCOmMe taXEeS. ... .iuiuirinenrnnrnennenenann 695,896 ) 6,920 702,816
Provision for Iincome TaKeS.....euureereennrnnennsnnnsas 306,183 - 306,183
Income before minority interest........... et e 389,713 6,920 396,633
Minority interest in RiOPOXL .. vt ir ittt innennnnn (9,374) - (9,374
Net AnCOME. ittt ittt ittt e nsaan e enaaanns 380,339 6,920 387,259
Net income per share:
2= = o PN $4.,25 $5.07
ST T $3.79 $4.39
Number of shares used in computing net income per share:
= = o 89,416 76,416
2 Y 101,179 88,179

See Accompanying Notes to Unaudited Pro Forma Condensed Consolidated Financial Statements.
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SONICBLUE INCORPORATED
UNAUDITED PRO FORMA CONDENSED CONSOLIDATED
STATEMENT OF OPERATIONS
YEAR ENDED DECEMBER 31, 1999
(IN THOUSANDS, EXCEPT PER SHARE AMOUNTS)

HISTORICAL ADJUSTMENTS PRO FORMA
L o - B Y $ 352,583 136,071 3 488,654
Cost 0f SaleS ..ttt i ittt et it 307,161 184,990 3 492,151
Gross MArgin (LOSS) v it ir v it nietrnieeneeonnenennns 45,422 (48,919) (3,497)
Operating expenses:
Research and development,  v. et e it nirennennnanas 73,896 (43,645) 3 30,251
Selling, marketing and admin...........viirininnnn. 52,832 49,960 3 102,792
Other operating e@XPENSeS. .. ..ttt nnnnnnn 6,700 - 6,700
Rmortization of goodwill. ... vt innennennnen. 12,156 - 12,156
Total operating eXpPensesS.......c.veuieennennennen 145,584 6,315 151,899
LoSS frOm OpPeLalloOnS . i vt ir iie st ent et s ccnenennens (100,162) {55,234) (155,396)
Gain on sale of joint venture...........c.vvvvuvennn 22,433 - 22,433
[0 1 3 S o o 2 (913) (4,707) 3 (5,620)
Loss before income taXeS......c.itieiiiinernernennnnns (78,642} (59,941) {138,583)
Provision (benefit) fOor income LaXeS......vevreneeennnn (47,916) - (47,916)
Loss before joint venture and minority interest........ (30,726) (59,941) (90,667)
Equity in income from joint venture...........oeeeeao.. 4,588 - 4,588
Minority interest in RIOPOXL ... .vuriiinnniineevnnnnnnns (4,642) - (4,642)
= o T - YA (30,780) (59,941) (90,721)
Net loss per share:
BaSLC. it e e e e e e, $(0.52) $(1.96)
3T o1 $(0.52) $(1.96)
Number of shares used in computing net loss per share:
2 = 2 59,244 46,244
L A o O 59,244 46,244

See Accompanying Notes to Unaudited Pro Forma Condensed Consolidated Financial Statements.
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NOTES TO UNAUDITED PRO FORMA
CONDENSED CONSOLIDATED FINANCIAL STATEMENTS

BASIS OF PRESENTATION

On January 3, 2001, SONICblue Incorporated (formerly S3 Incorporated) ("SONICblue"), completed the transactions contemplated by
the Amended and Restated Investment Agreement, dated as of August 28, 2000 between SONICblue and VIA Technologies, Inc.
("VIA™), and a joint venture. At the closing, SONICblue completed the transfer of its graphics chips assets and liabilities to S3 Graphics
Co., Ltd., a joint venture ("JV") between a wholly owned subsidiary of SONICblue and VIA. Under the terms of the agreement,
SONICblue received 13 million shares of its common stock as initial payment from VIA and 100 million shares of Class A Common
Stock of the JV. The agreement provides that, upon occurrence of certain events, SONICblue shall pay damages subject to a maximum
damages cap.

Also, SONICblue will receive earn-out payments if the new venture meets certain aggressive profitability goals. The effect of the earn-out
payments has not been presented in the unaudited pro forma financial statements.

The agreement provides that the Class A shareholders, Class B shareholders and Class C shareholders shall have 50%, 48% and 2%,
respectively, of the voting power of JV irrespective of the actual number of outstanding shares of such class with respect to the election of
directors and own 0.1%, 99.4% and 0.5%, respectively, of the economic interest of JV.

At closing, SONICblue granted a wholly owned subsidiary of VIA a warrant (the "Warrant") to purchase up to 2 million shares of
SONICblue common stock at an exercise price of $10.00 per share, for an aggregate exercise price of $20 million. The Warrant expires
on January 3, 2005, unless terminated earlier pursuant to its terms. The fair value of the Warrant is recorded in the pro forma balance
sheet. ]

The unaudited pro forma condensed consolidated statement of operations for the year ended December 31, 1999 also includes pro forma
results of the acquisition of Diamond Multimedia Systems, Inc. ("Diamond"). Diamond was acquired by SONICblue on September 24,
1999. The unaudited pro forma condensed consolidated statement of operations for the year ended December 31, 1999 has been prepared
as if the acquisition of Diamond had occurred on January 1, 1999.
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NOTES TO UNAUDITED PRO FORMA CONDENSED CONSOLIDATED FINANCIAL

STATEMENTS (CONTINUED)

WEIGHTED AVERAGE SHARES OUTSTANDING

For the nine months ended September 30, 2000, the pro forma number of shares used in computing net income was calculated as follows:

DESCRIPTION

Weighted average shares outstanding......... et innnraenonnnnnn
Decrease in common shares attributable to the cancellation of
SONIChlue COMMON SEOCK . v v et et ittt as v r e es et natnessteensneonesan

ADJUSTMENTS

YEAR ENDED
DECEMBER 31, 1999
(BASIC AND
DILUTED)

The unaudited pro forma condensed statements give effect to the following pro forma adjustments:

NINE MONTHS ENDED
SEPT. 30, 2000

BASIC DILUTED
83,416 101,179
13,000 13,000
76,416 88,179

(1) To reflect the elimination of assets transferred to and liabilities assumed by the JV in exchange for the consideration referenced in (4)

below.

(2) To eliminate the operating results of the disposed graphics chip business for the nine months ended September 30, 2000.

(3) To eliminate the operating results of the disposed graphics chip business for the year ended December 31, 1999 and to reflect the
operations of Diamond Multimedia Systems, Inc. as if the acquisition occurred as at January 1, 1999,

(4) To reflect the receipt and cancellation of 13 million shares of SONICblue common stock at a value of $57,241 (valued as of January 3,
2001) and the resulting loss of approximately $20,629.

(5) To record the fair value of the issuance of the Warrant of $10,380.

7
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(c) Exhibits.

99.1

99.2*

99.3*

* Filed previously.

Investment Agreement, dated as of August 28, 2000, among the
Registrant, VIA Technologies, Inc. and JV.

Letter dated January 3, 2001 from the Registrant to $3 Graphics
Co., Ltd. in reference to Section 2.2(f) of the Investment
Agreement.

Common Stock Purchase Warrant of the Registrant, dated January 3,
2001, issued in the name of VIABASE, Inc. (BVI).

Joint Venture Agreement, dated as of January 3, 2001, between the
Registrant, Sonica3, Inc. and VIA Technologies, Inc. (as
amended) .

Amended and Restated Investor Rights Agreement, dated as of
January 3, 2001, between the Registrant and VIABASE, Inc.

Class A Shares Option Agreement, dated as of January 3, 2001,
between Sonica3, Inc. and VIA Technologies, Inc.
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SIGNATURE

Pursuant to the requirements of the Securities Exchange Act of 1934, the registrant has duly caused this report to be signed on its behalf
by the undersigned hereunto duly authorized.

Dated: February 27, 2001.
SONICBLUE INCORPORATED

By /s/ William F. McFarland

William F., McFarland
Controller and Interim Chief
Financial Officer
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Exhibit
Number

99.2%

99.3*

* Filed previously.

INDEX TO EXHIBITS

Description
Investment Agreement, dated as of August 28,
Registrant, VIA Technologies, Inc. and JV.

2000, among the

The exhibits to the Investment Agreement, as listed in the table of
contents thereto, have been omitted. The Registrant will furnish
copies of the omitted exhibits to the Commission upon request.

Letter dated January 3, 2001 from the Registrant to S3 Graphics
Co., Ltd. in reference to Section 2.2(f) of the Investment
Agreement.

Common Stock Purchase Warrant of the Registrant, dated January 3,
2001, issued in the name of VIABASE, Inc. (BVI).

Joint Venture Agreement, dated as of January 3, 2001, between the
Registrant, Sonica3, Inc. and VIA Technologies, Inc. (as
amended) .

The exhibits to the Joint Venture Agreement, as listed in the table
of contents thereto, have been omitted. The Registrant will furnish
copies of the omitted exhibits to the Commission upon request.

dated as of
between the Registrant and VIABASE, Inc.

Amended and Restated Investor Rights Agreement,
January 3, 2001,

Class A Shares Option Agreement, dated as of January 3, 2001,
between Sonica3, Inc. and VIA Technologies, Inc.

10

Page 10 of 26



SONICBLUE INC (Form: 8-K/A, Received: 02/28/2001 08:07:24)

EXHIBIT 99.1
JOINT VENTURE AGREEMENT
BETWEEN
SONICBLUE INCORPORATED,
SONICA3, INC.
AND
VIA TECHNOLOGIES, INC.

DATED AS OF JANUARY 3, 2001
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JOINT VENTURE AGREEMENT

This Joint Venture Agreement (this "Agreement"), dated as of January 3, 2001 between SONICblue Incorporated, a corporation organized
under the laws of the State of Delaware and Sonica3, Inc., a Delaware corporation (collectively "SONICblue" unless otherwise indicated
herein), and VIA Technologies, Inc., a corporation organized under the laws of Taiwan ("VIA").

INTRODUCTION
A. SONICblue is engaged in the manufacture and sale of graphic accelerators and has a wide and rich experience in this field of industry.
B. VIA is engaged in the manufacture and sale of core logic chipsets and has a wide and rich experience in this field of industry.

C. SONICblue and VIA desire to form a corporation under the laws of the Cayman Islands ("JV") for the purpose of manufacturing and
distributing graphics products and conducting related research and development activities. SONICblue Incorporated has designated
Sonica3, Inc. to hold the Class A Common Shares of JV pursuant to Section 2.2(f) of the Investment Agreement (as defined below).

IN CONCLUSION, in consideration of the foregoing premises and the covenants contained herein, the parties-agree as follows:

1. DEFINITIONS. Unless otherwise defined herein, capitalized terms used in this Agreement shall have the meanings ascribed to them in
the Investment Agreement (as defined below). In addition, for the purpose of this Agreement, the following terms shall have the meanings
hereinafter set forth:

1.1. "Articles of Association" shall mean the Articles of Association of JV attached hereto as Exhibit A, as amended from time to time.
1.2. "Board of Directors" shall mean the board of directors of JV as from time to time constituted pursuant to the terms of this Agreement.

1.3. "Business Day" shall mean any day except a Saturday, Sunday or other day on which commercial banks in New York are authorized
or required by law or executive order to close.

1.4. "Class A Common Shares," "Class B Common Shares" and "Class C Common Shares" are defined in the Memorandum of
Association.

1.5. "Confidential Information" shall mean any trade secrets, know-how, data, formulas, processes, source code, netlists, Intellectual
Property or other nonpublic information, tangible or intangible, of one party that becomes known by the other party.
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Any information exchanged by the parties and entitled to protection under this Agreement shall be identified as such by appropriate
marking as "Confidential" on any documents exchanged, or, if the disclosure has been made orally or if it is not feasible to mark the
disclosed information, then the disclosing party shall identify the information as "Confidential" at the time of disclosure and, within two
(2) weeks of the disclosure, shall confirm in writing the confidential nature of such disclosure.

1.6. "Independent Accounting Firm" shall mean a certified public accounting firm qualified under the laws of the United States that,
under the rules of the American Institute of Certified Public Accountants and the SEC, is independent from the Person retaining such
firm.

1.7. "Investment Agreement" shall mean the Amended and Restated Investment Agreement, between SONICblue and VIA, dated as of
August 28, 2000.

1.8. "Memorandum of Association" shall mean the Memorandum of Association of JV attached hereto as Exhibit B, as amended from
time to time.

1.9, "Transfer", when used as a verb, shall mean to sell, pledge, assign, encumber, dispose of or otherwise transfer (including by merger,
testamentary disposition, interspousal disposition pursuant to a domestic relations proceeding or otherwise or otherwise by operation of
law), or, when used as a noun, means a sale, pledge, assignment, encumbrance, disposition, or other transfer (including a merger,
testamentary disposition, interspousal disposition pursuant to a domestic relations proceeding or otherwise or other transfer by operation
of law).

2. INCORPORATION.

2.1. Formation of JV. On the day prior to the Closing Date and after receipt of all Government Approvals, the Parties shall form JV by
filing the Memorandum of Association and Articles of Association in the forms attached hereto as Exhibits A and B. On the Closing Date,
the parties shall cause JV to execute this Agreement, the Investment Agreement, and the other JV Transaction Agreements to which itis a
party and, thereupon, it shall become a party to this Agreement and the Investment Agreement, and the other JV Transaction Agreements
to which it is a party.

2.2. The Name of JV. The name of JV shall be set forth in the Memorandum of Association as S3 Graphics Co., Ltd.

2.3. Principal Offices. The principal office and place of business of JV shall be located at 2841 Mission College Boulevard, Santa Clara,
California, or at such other place as the Board of Directors may from time to time designate. The registered office of the company shall be
at the offices of Charles Adams, Ritchie & Duckworth, P.O. Box 709 GT, Zephyr House, Mary Street, Grand Cayman, Cayman Islands,
B.W.L
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2.4. Capital Contributions; Liabilities.

2.4.1 The authorized capital stock of JV shall consist of the number and classes of shares set forth in the Memorandum of Association and
each class of shares shall have such rights, preferences and privileges, and the qualifications, limitations or restrictions thereof, as are
described in the Memorandum of Association, The parties hereby agree to form JV through the filing of the Memorandum of Association
and Articles of Association, which provide that the Class A shareholders the Class B shareholders and Class C shareholders shall have
fifty percent (50%), forty-eight percent (48%) and two percent (2%), respectively, of the voting power of JV irrespective of the actual
number of outstanding shares of such class with respect to the election of directors and own one tenth of one percent (.1%), ninety-nine
and four tenths percent (99.4%), and one-half of one percent (.5%), respectively, of the economic interest of JV. SONICblue or its
designee shall own all outstanding shares of Class A stock and JV shall not, except for Class B shares and Class C shares, authorize any
other class of shares with rights to vote for the election of directors.

2.4.2 SONICblue shall contribute the Graphics Chip Business Assets to such entity or entities as JV designates and execute and deliver all
of the JV Transaction Agreements to which it is a party, and JV shall issue to SONICblue Incorporated or its designee 100,000,000 shares
of its Class A Common Shares.

2.4.3 VIA or its designee shall contribute to JV the cash and/or securities set forth in Section 2.2(c) of the Investment Agreement and
execute and deliver all of the JV Transaction Agreements to which it is a party, and JV shall issue to VIA or its designee 30,000,000
shares of its Class B Common Shares. VIA shall retain all of its shares of Class B Common Shares in one entity.

2.4.4 Wallvision Electronic Inc. shall contribute to JV $ 337,525 and JV shall issue to Wallvision Electronic Inc. 200,000 shares of Class
C Common Shares.

2.4.5 VIA shall make such additional contributions of cash and/or securities to JV as JV and VIA shall from time to time determine are
necessary or advisable. Subject to the terms of the Investment Agreement, JV shall assume the Assumed Liabilities. No other liabilities or
obligations of SONICblue of any nature, whether known or unknown, whether fixed or contingent, accrued or unaccrued, shall be
assumed by JV, and such liabilities and obligations shall remain the responsibility of SONICblue.

2.5. Reimbursement of Incorporation Expenses. JV shall reimburse the party hereto acting as the incorporator for reasonable expenses
incurred directly by it in connection with the incorporation of IV to the extent permitted under the laws of the Cayman Islands.

3
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2.6. Profit-Based Earn Out. JV shall pay SONICblue $100 million in each of fiscal years 2001 and 2002 if JV earns annual net operating
income (before income taxes, extraordinary transactions and non-recurring items) in excess of $500 million in each of such fiscal years
determined in accordance with GAAP. Such payment shall be in cash and shall be paid within 10 business days following the release of
JV's audited financial statements for such applicable fiscal years.

3. MANAGEMENT OF JV.

3.1. Meetings and Resolutions of Stockholders. Meetings of shareholders may be called from time to time in accordance with the Articles
of Association, and convened in accordance with the provisions thereof.

3.2. Election of Directors. JV shall be administered by a Board of Directors composed of six (6) directors. The Board of Directors shall be
divided into three classes of two each. One class of directors shall be subject to reelection at each annual meeting of the stockholders. The
initial members of the Board of Directors and their respective reelection year shall be as follows:

Class I Class II Class III
(Term Expires in 2001) (Term Expires in 2002) (Term Expires in 2003
Cher Wang Jonathan Chang
Tzu-Mu Lin Timothy Chen Kenneth Potashner

Wen-Chi Chen
3.3. Officers.
3.3.1 The Board of Directors shall appoint the officers of JV and vest them with such titles and powers, as required by Applicable Law.

3.3.2 Each of the parties hereto shall cause the directors it has nominated to exercise their voting rights as members of the Board of
Directors to elect the following persons as the initial officers of JV:

Chief Executive Officer: Wen-Chi Chen Chief Financial Officer: Gerry Liu
3.4. Statement of Policy.

3.4.1 The parties hereto intend that the business and affairs of JV be carried on and conducted in a sound, prudent and constructive
manner for the purpose of building a successful and financially strong corporation.

4
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3.4.2 The day-to-day operations of JV shall be managed by the officers appointed under Section 3.3.2 above and supervised by the Board
of Directors. Such operations shall be conducted in accordance with the policies established by the Board of Directors and pursuant to
such resolutions as the Board of Directors may from time to time adopt.

3.5. Accounting and Reporting Obligations.
3.5.1 JV's fiscal year shall be the 12 month period ending on December 31,
3.5.2 The Board of Directors shall designate an Independent Accounting Firm.

3.5.3 The annual accounting report of JV shall be audited at the expense of JV by its Independent Accounting Firm in accordance with
generally accepted auditing standards,

4. RIGHTS AND OBLIGATIONS OF THE PARTIES.
4.1. Reports and Statements. JV shall provide the following reports and statements to the parties within the time periods set forth below:

(a) Within 45 days after the close of each fiscal quarter, a report on booking and billing quarterly results, balance sheet, statement of
operations and cash flow statement.

(b) Within 3 months after the end of each fiscal year, a report on booking and billing annual results, balance sheet, statement of
operations, cash flow statement and statement of shareholders equity.

4.2. Transfer of Shares. No shares of Class A Common Shares shall be Transferred for consideration or otherwise other than to a party
hereto or a subsidiary or designee of a party to this Agreement unless the other shareholder(s) consent(s) in writing to such Transfer. If
SONICblue or Sonica3 proposes to Transfer any shares of Class A Common Shares, then VIA and JV shall have a right of first refusal
(the "Right of First Refusal") to purchase some or all of such shares of Class A Common Shares proposed to be Transferred. SONICblue
or Sonica3 shall give a written notice (the "Transfer Notice") to VIA and JV describing fully the proposed Transfer including the number
of shares proposed to be Transferred, the proposed Transfer price and the name and address of the proposed transferee. The Transfer
Notice shall be signed both by SONICblue or Sonica3 and by the proposed transferee and must constitute a binding commitment of both
such parties for the Transfer of such Class A Common Shares. VIA or JV shall exercise this Right of First Refusal by delivery of a notice
of exercise to SONICblue or Sonica3 within 30 days after the receipt of the
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Transfer Notice by SONICblue or Sonica3. Such notice shall indicate the number of shares of Class A Common Shares VIA and JV wish
to purchase under this Right of First Refusal. SONICblue or Sonica3 shall then sell to VIA and JV on a date set by VIA or JV which is
not more than 30 days after the date of its response notice the number of shares set forth in the response notice at a price per share equal
to the proposed per share Transfer price and on the payment terms set forth in the Transfer Notice. If VIA and JV elect to purchase none
or less than all of the shares of Class A Common Shares to be Transferred by SONICblue or Sonica3, SONICblue or Sonica3 may
Transfer all of such shares, or the balance of such shares, as the case may be, to the proposed transferee on the terms set forth in the
Transfer Notice. If the proposed Transfer price or the terms of payment set forth in the Transfer Notice changes, or if the sale of the Class
A Common Shares is not consummated with the proposed transferee within 30 days of JV's or VIA's response notice, SONICblue or
Sonica3 shall be required to reinstitute the above procedures if it intends to Transfer its Class A Common Shares on such different terms
or after the aforesaid 30-day period.

4.3. Confidentiality.

4.3.1 Except as expressly authorized by the disclosing party, each party agrees not to disclose or permit the disclosure or use by others of
any Confidential Information of the disclosing party, and agrees that it will use such Confidential Information only for the purpose of its
Graphics Chip Business. The restrictions on use and disclosure of Confidential Information shall not apply to the extent such Confidential
Information (i) becomes a matter of public knowledge through no action or inaction of the party receiving the Confidential Information,
(i) was in the receiving party's possession before receipt from the party providing such Confidential Information, (iii) is rightfully
received by the receiving party from a third party without any duty of confidentiality, (iv) is disclosed to a third party by the party
providing the Confidential Information without a duty of confidentiality on the third party, (v) is disclosed with the prior written approval
of the party providing such Confidential Information, or (vi) is independently developed by the receiving party without any use of the
other party's Confidential Information. Disclosure of the other party's Confidential Information by the receiving party shall not constitute
a material breach of this Agreement, if the disclosing party can prove that the disclosure occurred despite the receiving party's exercise of
the same degree of care used by the receiving party to safeguard its own similar type of Confidential Information, but in no event less
than a reasonable degree of care, and that the receiving party has used best efforts to minimize any adverse effects resulting from such
disclosure and to prevent any further use or unauthorized disclosure.

4.3.2 In furtherance, and not in limitation of the foregoing

Section 4.3.1, each party agrees to do the following with respect to any such Confidential Information: (i) exercise the same degree of
care to safeguard the confidentiality of, and prevent the unauthorized use of, such information as that party exercises to safeguard the
confidentiality of its own similar type of Confidential Information; (ii) restrict disclosure
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of such information to those of its employees and agents who have a "need to know" and, with prior written approval of the disclosing
party, those of its third party contractors who have a "need to know," and (iii) instruct, require and obtain the written agreement of such
employees, agents and subcontractors to maintain the confidentiality of such information and not to use such Confidential Information
except as expressly permitted. Each party further agrees not to remove or destroy any proprietary or confidential legends or markings
placed upon any documentation or other materials.

4.3.3 The terms and conditions of this Agreement are Confidential Information, provided, however, that either party may disclose this
Agreement:

(a) to its legal and financial advisers on a need-to-know basis; (b) to third-party financing sources on a need-to-know basis and subject to
a non-disclosure agreement; and (c) to the extent necessary to comply with Applicable Law, including, but not limited to SEC regulations,
provided that the party proposing to make such disclosure shall, if possible, provide prior notice to the other party and an opportunity to
reasonably contest the need for such disclosure. In addition, either party may disclose the general terms and conditions of this Agreement
(but not the Agreement itself) to customers of JV's products under a non-disclosure agreement.

4.3.4 The obligations under this Section 4.3 shall not prevent the parties from disclosing the Confidential Information or terms of this
Agreement to any Governmental Authority as required by law (provided that the party intending to make such disclosure in such
circumstances has given the other party prompt notice prior to making such disclosure so that the other party may seek a protective order
or other appropriate remedy prior to such disclosure and cooperates fully with such other party in seeking such order or remedy).

4.3.5 Each party shall be free to use for any purpose (including, but not limited to, use in the development, manufacture, marketing and
maintenance of its own products and services) the Residuals (as defined below) resulting from access to or work with Confidential
Information, provided that the party maintains the confidentiality of the Confidential Information as provided herein, and nothing herein
shall be deemed to grant a license under any patents that may cover such Residuals. The term "Residuals" shall mean information in non-
tangible form that may be inadvertently retained by persons who have had rightful access to the Confidential Information, including the
ideas, concepts, know-how or techniques contained therein. Notwithstanding the provisions of this Section 4.3.5, neither party may avoid
its obligations toward a particular item of Confidential Information merely by having a person commit such item to memory so as to
reduce it to a non-tangible form.

The obligations under this Section 4.3 shall apply with respect to any Confidential [nformation for a period of five (5) years from the date
of disclosure of such Confidential Information to the other party, unless with respect to any particular Confidential
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Information the providing party in good faith notifies the receiving party that a longer period shall apply, in which case the obligations
under this Section 4.3 with respect to such Confidential Information shall apply for such longer period.

5. TERM AND TERMINATION.

5.1. Closing Date. This Agreement shall come into force on the Closing Date and shall remain in effect until terminated in accordance
with the terms of this Section 5.

5.2. Term. The term of this Agreement shall be perpetual unless otherwise provided for in this Agreement.
5.3. Termination Events. This Agreement shall terminate:
5.3.1 If the Investment Agreement terminates, whether before or after the Closing; or

5.3.2 If SONICblue or its successor-in-interest by operation of law sells, assigns, transfers, pledges or otherwise disposes of the Class A
Common Stock pursuant to the terms of this Agreement or the Class A Shares Option Agreement.

5.4. Nonsolicitation. So long as a party or its Affiliate(s) holds shares in JV, except as otherwise agreed by the parties, such party and its
Affiliate(s) shall be prohibited from soliciting for employment or recommending for employment any person employed by the other party,
an Affiliate of the other party or by JV. The foregoing restrictions shall not apply to or be breached by

(i) advertising of open positions, participating in job fairs and comparable activities, or other forms of soliciting candidates for
employment which are general in nature and not directed specifically at any such employees, (ii) responding to unsolicited inquiries about
employment opportunities or possibilities from job placement agencies or other agents acting for unidentified principals, or (iii)
responding to unsolicited inquiries about employment opportunities from any individual.

6. MISCELLANEOUS.

6.1. Force Majeure. No party shall be liable for failure to perform (other than payment of amounts due), in whole or in material part, its
obligations under this Agreement, if such failure is caused by acts of God, earthquakes, fires, natural disasters, explosions, declared public
states of emergency due to acts of public enemy, riots, civil commotion and insurrection, or any other similar catastrophic casualty,
occurrence, condition, event or circumstance not reasonably within the excused Party's control and which could not have been anticipated
and avoided by reasonable measures; provided, however, that Force Majeure shall not include any action or failure to act by the
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Government of Taiwan or any agency, committee or subdivision thereof, including, without limitation, any act, order or injunction against
(or failure to approve, where such approval is legally required to accomplish) the transfer of funds or property pursuant to, or the
consummation of any other action contemplated by, this Agreement

6.2. Assignment. Except as provided herein or in the Investment Agreement, neither this Agreement nor any of the rights and obligations
created hereunder may be assigned, transferred, pledged, or otherwise encumbered or disposed of, in whole or in part, whether voluntary
or by operation of law, or otherwise, by either party without the prior written consent of the other party, and any attempt to do so, contrary
to the terms of this Agreement, shall be null and void.

6.3. Survival. Without limiting any provision in any of the JV Transaction Agreements, the obligations of the parties pursuant to Sections
2.5 (Reimbursement of Incorporation Expenses), 2.6 (Profit-Based Earn Out), 4.3 (Confidentiality), 5.4 (Nonsolicitation), 6.3 (Survival),
6.4 (Notices), and 6.6 through 6.17 shall survive the termination of this Agreement.

6.4. Notices. All notices, requests, consents, demands, instructions, approvals and other communications hereunder shall be in writing and
shall be validly given, made or served, if delivered personally or sent by mail, recognized courier service, telex or telefax (confirmed by
mail or recognized courier service in the case of telefaxes), and shall be deemed effective when actually received, as follows:

If to SONICblue Incorporated or to Sonica3, Inc., to:

SONICblue Incorporated/ or to Sonica3, Inc., as applicable 2841 Mission College Blvd.
Santa Clara, California 95054

Attention: President

Fax: (408) 588-8050

With copies to:

Pillsbury Winthrop LLP

2550 Hanover Street

Palo Alto, California 94304

Attention: Jorge A. del Calvo, Esq. Fax: (650) 233-4545

If to VIA, te:

VIA Technologies, Inc.
8F, No. 553 Chung-Cheng Road
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Hsing-Tien,Taipei

Taiwan

Attention: President
Telecopier: 886-2-2218-7970

With a copies to:

Heller Ehrman White & McAuliffe LLP 525 University Avenue
Palo Alto, California 94301-1900 Attention: Sarah A. O'Dowd, Esq. Fax: (415) 324-0638

Ifto JV, to:

S3 Graphics Co., Ltd.

c/o VIA Technologies, Inc.
2841 Mission College Blvd.
Santa Clara, California 95054
Attention: President

Fax: (408) 588-8050

With copies to S3 and VIA as above provided or to such other address or addresses as any party may from time to time designate in
writing delivered in a like manner to the other parties hereto.

6.5. Export Control. Without in any way limiting the provisions of this Agreement, each of the parties agrees that no products procured
from or technical information disclosed by the other party or JV under this Agreement are intended to or shall be exported or re-exported,
directly or indirectly, to any destination restrictéd or prohibited by Applicable Law without necessary authorization by the Governmental
Authorities.

6.6. Entire Agreement. This Agreement, the Investment Agreement and the JV Transaction Agreements and the exhibits and schedules
hereto and thereto, embody the entire agreement and understanding between the parties with respect to the subject matter hereof,
superseding, as of the Closing Date, all previous and contemporaneous communications, representations, agreements and understandings
whether written or oral, in existence on the date this Agreement is executed. Neither party has relied upon any representation or warranty
of the other party except as expressly set forth herein.

>
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6.7. Modification. This Agreement and the surviving provisions thereof may not be modified or amended, in whole or part, except by a
writing executed by duly authorized representatives of both parties.

6.8. Severability. If any term or provision of this Agreement shall, for any reason, be held to be invalid, illegal or unenforceable, such
provision shall be deemed severed from this Agreement. The remaining provisions of this Agreement shall remain in full force and effect,
and shall be construed and interpreted in a manner that corresponds as closely as possible with the intentions of the parties as expressed in
this Agreement.

6.9. No Waiver. Except to the extent that a party hereto may have otherwise agreed in writing, no waiver by that party of any condition of
this Agreement or breach by the other party of any of its obligations or representations hereunder shall be deemed to be a waiver of any
other condition or subsequent or prior breach of the same or any other obligation or representation by the other party, nor shall any
forbearance by the first party to seek a remedy for any noncompliance or breach by the other party be deemed to be a waiver by the first
party of its rights and remedies with respect to such noncompliance or breach.

6.10. Governing Law and Dispute Resolution. This Agreement shall be governed by and construed in accordance with the laws of the
State of Delaware without regard to conflicts of law. For purposes of any action or proceeding involving this Agreement, JV hereby
expressly submits to the jurisdiction of all federal and state courts located in the State of California and consents to be served with any
process or paper by registered mail or by personal service within or without the State of California.

6.11. Language. This Agreement, and the exhibits and schedules hereto, including the Memorandum of Association and Articles of
Association, are in the English language, which language shall be controlling in all respects.

6.12. No Agency. This Agreement shall not constitute an appointment of either party as the legal representative or agent of the other
party, nor shall either party have any right or authority to assume, create or incur in any manner any obligation or other liability of any
kind, express or implied, against, in the name or on behalf of, the other party. Nothing herein or in the transactions contemplated by this
Agreement shall be construed as, or deemed to be, the formation of a partnership by or among the parties. No party has the authority to
make, on behalf of the JV or the other party, an election for the JV to be taxable as other than a corporation for United States federal
income tax purposes.

6.13. No Third Party Beneficiaries. No provisions of this Agreement are intended to, or shall be construed to, confer upon or give to any
person other than the
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parties hereto and thereto, any rights, remedies or other benefits under or by reason of such agreements.

6.14. Headings. The section and other headings contained in this Agreement are for convenience of reference only and shall not be
deemed to be a part of this Agreement or to affect the meaning or interpretation of this Agreement.

6.15. Construction and Reference. Words used in this Agreement, regardless of the number or gender specifically used, shall be deemed
and construed to include any other number, singular or plural, and any other gender masculine, feminine or neutral, as the context shall
require. Unless otherwise specified, all references in this Agreement to Sections are deemed references to be corresponding Sections in
this Agreement, and all references in this Agreement to Exhibits are references to the corresponding Exhibits attached to-this Agreement.

6.16. Governmental Approvals. Each of the parties shall use its reasonable best efforts to obtain all Governmental Approvals and shall
cooperate with the other parties in good faith.

6.17. Counterparts. This Agreement may be executed in counterparts, each of which shall be deemed an original, and all of which shall be
deemed to constitute one and the same instrument.

12
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IN WITNESS WHEREOF, the parties hereto have caused this Agreement to be executed by their duly authorized representatives on the
date set forth above.

SONICblue Incorporated VIA Technologies, Inc.
Signature Signature
By: /s/ Ken Potashner By: /s/ Jonathan Chang
Ken Potashner Wen-Chi Chen*
Chief Executive Officer President and Chief Executive Officer

*“By power of attorney

Acknowledged and adopted by:

S3 Graphics Co., Ltd. Sonica3, Inc.
/s/ Shao-Hung Gerald Liu /s/ Ken Potashner
"""""""" signature  signature
By: By
Shao-Hung Gerald Liu Ken Potastmer
Chief Financial Officer Chief Executive Officer
Date: Date:
13

Page 26 of 26






http://edgar.sec.gov/Archives/edgar/data/850519/000095014901000068/68612ex2-1.txt

<DOCUMENT>

<TYPE>EX-2.1

<SEQUENCE>2
<FILENAME>f68612ex2-1.txt
<DESCRIPTION>EXHIBIT 2.1

<TEXT>
<PAGE> 1
EXHIBIT 2.1
AMENDED AND RESTATED INVESTMENT AGREEMENT
AMONG
S3 INCORPORATED
VIA TECHNOLOGIES, INC.
AND
JV
DATED AS OF AUGUST 28, 2000
<PAGE> 2
TABLE OF CONTENTS
<TABLE>
<CAPTION>
Page
<S> <C>
ARTICLE 1. DEEINI T I ON S . &ttt ittt it it te s et e msannsonoesenoseseeeneseneeeeneeneonensneenenennss 1
ARTICLE 2. ACTIONS TO BE TAKEN AT THE CLOSTING. . ittt ittt tneeentenensreenenesnnsneaneneenenans 7
2.1 ) 2 = O o - B 1« Lo e 7
2.2 Actions at CloSaing. .ttt ittt ittt ittt ettt e et 8
2.3 Instruments of Conveyance and Transfer, ELC. .. .u vttt ittt ennennnnenens 8
2.4 FULEREL ASSULANCES st vttt vt e s sttt st s et nasansnsnesoneeasnenseensnnsanssnnennses 9
2.5 POSt-Closing AUt . vttt it i ittt i it eare et e e 9
ARTICLE 3. REPRESENTATIONS AND WARRANTIES OF S3. .t tiiintennteenennreenennonnoenssenenneens 10
3.1 AULhOrizZation, @0 . . v ittt it i it s e it ittt et et e e i e 10
3.2 O e S o oL ot ol = - o ¥ 10
3.3 0 ST o T B 0 o i o - 11
3.4 I Lo 6% o B R o o= B = ol 11
3.5 S3 Financial Statements. ... ...ttt ittt ettt it et e e e 11
3.6 R < 12
3.7 I e e = ) ¢ S 13
3.8 Compliance with Laws; Governmental Approvals and ConsentsS.......veeuieneeeen... 13
3.9 Operation of the Graphics Chip BUSiness. ... ..ttt it e, 13
3.10 Graphics Chip BuSInesSs ASSeLS ...ttt ittt ittt ta et ineennnnnns 13
3.11 L0 o = o o 13
3.12 Territorial RestriChionS. . ... ittt it ittt st st n e e e aase e 15
3.13 09 0= o o ol = - 15
3.14 Intellectual Property ..ttt it ittt it ettt et sttt et e 15
3.15 Employees, Labor Matters, ehC. ... ..ttt ettt eneaennnannnena, 17
3.16 2 o T o Y- P 17
3.17 BroKkers, Foinaers, BhC. .. it ieite et tnsetonenesenensononsneneenenineenaan 17
3.18 2= = B R = ) o= o w1 18
3.19 Environmental Matters.. . ..ttt it ittt it e e e 18

Paoge 1 of 39



http://edgar.sec.gov/Archives/edgar/data/850519/000095014901000068/f68612ex2-1 txt

3.20 ACCOUNES RECEIVADLE. . it ittt i i it i et it et e e e e e e 19
3.21 Purchase for InvVesStmen . . vttt ittt it ie it eaecneneneennenseeenennnsananan 19
3.22 DiSClOSULE. ittt ittt ettt e et et iee sttt et 19
ARTICLE 4. REPRESENTATIONS AND WARRANTIES OF VIA. .t vttt ettt tntnesennnnensennseteneannnneas 19
4.1 AUthorization, L. ... it it it ittt et ettt et ettt e 19
4.2 NO ConELiCtS, @, ittt ittt it ittt ettt st e teane e ias e s eenenann 20
4.3 BroKers, FindersS, BLC. . e ittt ettt enenenteeeenecnossoneeneennans 20
4.4 Purchase for INnVestIent .. v ittt ittt it ettt ettt te s ta et inn e eneenns 20
4.5 [ =T & o - 2 o T 21
</TABLE>
_.i...
<PAGE> 3
<TABLE>
<85> <C>
ARTICLE 5. COVENAN S . o i ittt ittt ittt ettt e it ta st stesanenenennneensesssensoneneneeeanneeenannenn 21
5.1 Access and Information . vt ittt it ittt a e e e e e e 21
5.2 (0700 e B Mo L) o o - B I I 21
5.3 Public AnnouncementsS.......uvuirinennnnennn. e et B Tt 22
5.4 Conduct of Graphics Chip BUSINeSS. .. iin et iinr ittt it taeee st eiiesnnanenn 22
5.5 Commercially Reasonable Efforts. . ...ttt ittt ti it e 25
5.6 S ot B P = o = 2= 26
5.7 T e 1+ U £ 2 30
5.8 g oY= ST e e e e 30
5.9 Stamp Taxes, DULIES, ChC. ..ttt ittt et ettt ettt et tenn s tnneenennnan 30
5.10 Required NOLLICES sttt i i ittt ittt at et te st tiaeatnane e eaneeennnen 30
5.11 I8 £ B - o Lo L 30
5.12 Emp L oyee Mat el S . v vttt ittt it ittt s sttt e e e s 31
5.13 18] oL N e s B o I K P R i e o V- 2 31
5.14 Historically Audited Financial Statements of Graphics Chip Business.......... 31
5.15 Monthly Financial Statements. ...t iiintneinetenen e taneneneeeonneennennns 31
5.16 Closing Balance Sheet ...ttt ittt ittt ettt eae ettt 31
5.17 Intentionally Deleted. . vt ittt it tten it teanetanensenentne e 31
5.18 Updated S3 Schedules. ..ottt it ittt ttesteeneteeeenenannanesenennen 32
5.19 Retention Plan. . ..t i i it ittt e et et e i e e e e e 32
5.20 RIGhES AQEeOmMEN . o ottt it ittt ittt it ettt ae e e e e e, 32
5.21 Investor Rights Agreement. . ...ttt ittt ittt tae it ittt senenennnas 32
5.22 Additional Capital ASSelS. . it in it onneeerotoneettnneeeeneeneeineeenann ... 32
5.23 Covenant NOot L0 SUE. .ttt ittt ittt it ettt e teteaeeeaenensasnaeseneannens 32
5.24 10 6 1 B =¥ 2 ¥ 0 33
ARTICLE 6. CONDITIONS TO CLOSING. ¢ttt it vttt st et s eeoestnnensnenseensnnsonensenseaeaaeenanana, 33
6.1 Conditions to the Obligations Of VI A. ... ittt i ietnineernsneeeneennnneenns 33
6.2 Conditions to the Obligations Of S3. ... ittt it it rn it ienenneenan 34
ARTICLE 7. TERMINA D ION. t it i it it it s ittt ettt e antaonnanen s cn s aeaseseneenenenseeseseannaas 34
7.1 Bases for Termination. ... ...ttt it ittt ettt ettt et e 34
7.2 Effect of Terminalion. ... i ittt et e it e ettt et e e et i 35
7.3 Failure TO CloSe; ESCrOW .ttt vttt etne e tnee e et ttnesnaneesean it eaneeas 35
ARTICLE 8. INDEMNIFICATION, CONTRIBUTION AND SURVIVAL . . it ittt ittt ittt eensesaonaesnnnnnn, 35
3.1 Survival of Representations and WarranLies. ... ... iiie ittt inennenenenan 35
8.2 Indemnification By S3. .. i i it ettt ettt e e e e e 36
8.3 Indemnification DY VA, o it ittt ittt ettt 36
8.4 Indemnification DY V. ittt ii et ittt ettt ettt ettt et e, 36
8.5 L0 5 11T e 36
8.6 Limitation of Liabilitdes .. ..ttt ittt ittt et et e e 37
</TABLE>

Page 2 of 39



http://edgar.sec.gov/Archives/edgar/data/850519/000095014901000068/f68612ex2-1 .txt

—ii-

<PAGE> 4

<TABLE> .

<8> <C>

ARTICLE 9. MAXIMUM DAMAGES CAP .t vttt ittt et vt ss s esataneeasannseseneeaeseesenenuneeaneessnneens 37

ARTICLE 10. MISCELLANEOU S . it ittt ittt it it ettt taaas s teeaonuasenennseseeeneesseassnnnnneens 38
10.1 Amendments and WadVer S . . vttt ittt ittt ittt e e e e e 38
10.2 N e Y- 38
10.3 P2 E = R o1 11T« A 39
10.4 Lo o o e 8 U S U7 1 39
10.5 Section and Other HeadingsS. ..ottt it ittt it ittt inaeernenannnns 40
10.6 ST 4 a8 o = ol < 40
10.7 L <R e o I Vo B =) 11 o 40
10.8 BT o= Y o e 10 G v YN 40
10.9 Benefits Only to Parbties. ... ..ttt i it e it ittt ittt 40

</TABLE>

<TABLE>

<CAPTION>

EXHIBITS

<S> <C>

Exhibit 1 Class A Shares Option Agreement

Exhibit 4 Joint Venture Agreement

Exhibit 5 Non-Competition Agreement

Exhibit 8 Intellectual Property Cross License Agreement

Exhibit 9 53 Warrant and Amended and Restated Investor Rights Agreement

Exhibit 10 Guaranty

Exhibit 11 Trademark License Agreement

Exhibit 12 Employees and Consultants bound by the Proprietary Rights and

Information Agreement

Exhibit 13 Form of S3 Counsel's Opinion

Exhibit 14 Escrow Agreement

Exhibit 15 Management Agreement

Exhibit 16 Release

</TABLE>

<TABLE>

<CAPTION>

SCHEDULES

<8> <C>

Schedule A Assumed Liabilities

Schedule B Additional Disclosure Schedule

Schedule 3.3 S3 Stock Options

Schedule 3.4 Consents (83)

Schedule 3.5(¢) February 27, 2000 Balance Sheet

Schedule 3.6 Taxes

Schedule 3.7 Litigation

Schedule 3.8 Compliance with Laws

Schedule 3.9 Business Operations not through S3, the S$3 Subsidiaries or any other

division or Affiliate

Schedule 3.10 Contributed Assets

Schedule 3.11(a) Graphics Chip Business Contracts

Schedule 3.11(a) (1) Employment Contracts

</TABLE>

~iii~-
<PAGE> 5

Page 3 0f 39



http://edgar.sec.gov/Archives/edgar/data/850519/000095014901000068/168612ex2-1 .txt

<TABLE>

<S> <C>

Schedule 3.11(a) (ii) Asset Purchase Agreements, Other Acquisition or Divestiture
Agreements

Schedule 3.11(a) (iii) Brokerage or Finders Agreements

Schedule 3.11(a) (iv) (i) Major Suppliers During 1999

Schedule 3.11(a) (iv) (ii) Major Customers During 1999

Schedule 3.11 (a) (v) Leases of Personal Property

Schedule 3.11 (a) (vi) Other Material Contracts

Schedule 3.11(b) (1) Contracts Designated For Assignment

Schedule 3.11(b) (ii1) Excluded Licenses

Schedule 3.11(d) Defaults

Schedule 3.11 (e) Outstanding Powers of Attorney

Schedule 3.12 Territorial Restrictions

Schedule 3.13 Inventories

Schedule 3.14(a) (i) Intellectual Property Assets

Schedule 3.14(a) (i1) Contributed Intellectual Property

Schedule 3.14(c) (i) Intellectual Property Licensed or Sublicensed to S3 or the 83
Subsidiaries

Schedule 3.14{c) (i1) Intellectual Property Licensed or Sublicensed by S3 or the S$3
Subsidiaries

Schedule 3.15 Employee Matters

Schedule 3.16 Rebates

Schedule 3.19(a) Compliance with Environmental Laws

Schedule 3.19 (b) Notices of Viclation or Non-Compliance with Environmental Laws

Schedule 3.20 Accounts Receivable (Graphics Chip Business)

Schedule 4.2 Consents (VIA)

Schedule 5.22 Additional Capital Assets

</TABLE>

iy
<PAGE> 6

AMENDED AND RESTATED INVESTMENT AGREEMENT

This Amended and Restated Investment Agreement, dated as of August 28,
2000, by and among S3 Incorporated, a corporation organized under the laws of
the State of Delaware ("S3") and VIA Technologies, Inc., a corporation organized
under the laws of Taiwan ("VIA").

WITNESSETH:

WHEREAS, S3 and VIA desire to form a corporate joint venture ("JV") for
the purpose of manufacturing and distributing graphics products and conducting
related research and development activities; and

WHEREAS, the Parties desire to provide for the transfer from S3 to JV of
certain assets comprising certain of the assets used by S3 in its graphics chip
products business, in exchange for JV stock and the transfer by VIA or its
designee of cash and/or S3 stock to JV in exchange for JV stock; and

WHEREAS, on April 10, 2000, S3 and VIA entered into an Investment
Agreement (the "Investment Agreement") which memorialized their agreements and
obligations with regard to the above-described transactions; and

WHEREAS, circumstances have changed since the Parties executed the
Investment Agreement and the Parties now wish to amend and restate their
agreements and obligations on the terms set forth herein;

NOW, THEREFORE, in consideration of the premises and the
representations, warranties, covenants and agreements herein contained, the

Parties hereto hereby agree that the Investment Agreement shall be amended and
restated as follows:

ARTICLE 1.
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DEFINITIONS

For purpoées of this Agreement, the following terms shall have the
meanings set forth below:

"Additional Capital Assets" has the meaning set forth in Section 5.22.

"Affiliate" means, with respect to any Person, any other Person directly
or indirectly controlling, controlled by or under common control with such other
Person; provided, however, that for purposes of this Agreement JV shall not be
deemed to be an Affiliate of or controlled by any of the Parties, and provided,
further, that neither S$S3 nor VIA should be deemed to be an Affiliate of the
other.

"Agreement" means this Amended and Restated Investment Agreement, as it
may be amended from time to time pursuant to Section 10.1 hereof, and the
Exhibits and Schedules listed in the table of contents hereto.
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"Additional Disclosure Schedules" means the schedules attached hereto
which contains material amendments or modification to the Schedules and Exhibits
to the Investment Agreement, in the form delivered by S3 to VIA pursuant to
Section 6.1 (h) of the Investment Agreement.

"Applicable Law"” means all applicable provisions of all (i)
constitutions, treaties, statutes, laws (including the common law), rules,
regulations, ordinances, codes or orders of any Governmental Authority, (ii)
Governmental Approvals and (iii) orders, decisions, injunctions, judgments,
awards and decrees of or agreements with any Governmental Authority.

"Assumed Liabilities" means the liabilities for inventory purchases and
other items agreed to by the Parties only, and described in Schedule A hereto.

"Class A Shares Option Agreement" means the Class A Shares Option
Agreement between JV and 83 to be executed and delivered on the Closing Date, in
the form attached hereto as Exhibit 1.

"Closing" has the meaning set forth in Section 2.1.

"Closing Balance Sheet" means the balance sheet of the Graphics Chip
Business as of the Closing Date which shall be prepared in the same manner, and
include the same classes of assets and liabilities as the February 27, 2000
Balance Sheet.

"Closing Date" has the meaning set forth in Section 2.1.

"Code" means the Internal Revenue Code of 1986, as amended.

"Consent" means any consent, approval, authorization, waiver, permit,
grant, franchise, concession, agreement, license, exemption or order of,
registration, certificate, declaration or filing with, or report or notice to,
any Person, including but not limited to any Governmental Authority.

"Contracts" has the meaning set forth in Section 3.11(b).

"Contributed Assets" means the assets described in Schedule 3.10 along
with such other assets as the Parties may mutually agree, together with the
proceeds of all insurance on such assets plus an amount equal to any applicable

deductible or retention amount in the event of a casualty.

"Contributed Intellectual Property" has the meaning set forth in Section
3.14(a).
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"Control” {(including, with correlative meanings, the terms "controlled
by" and "under common control with")}, when used with respect to any Person,
means the possession, directly or indirectly, of the power to direct or cause
the direction of the management and policies of such Person, whether through
ownership of voting securities, by contract or otherwise.
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"Encumbrance"” means any mortgage, deed of trust, lien, pledge, easement,
hypothecation, assignment, security interest or any other encumbrance or
restriction of any type whatsocever.

"Environmental Law" means any federal, state, local or foreign law,
statute, ordinance, rule, regulation, code, license, permit, authorization,
approval, consent, legal doctrine, order, judgment, decree, injunction,
requirement or agreement with any governmental entity relating to (x) the
protection, preservation or restoration of the environment (including, without
limitation, air, water vapor, surface water, groundwater, drinking water supply,
surface land, subsurface land, plant and animal life or any other natural
resource) or to human health or safety or (y) the exposure to, or the use,
storage, recycling, treatment, generation, transportation, processing, handling,
labeling, production, release or disposal of Hazardous Substances, in each case
as amended and as in effect on the Closing Date.

"ERISA" means the Employee Retirement Income Security Act of 1974, as
amended.

"Escrow Agreement” means the escrow agreement attached hereto as Exhibit
14.

"Escrow Assets" has the meaning set forth in Section 7.3.
"Exchange Act" means the Securities Exchange Act of 1934, as amended.
"Excluded Licenses" has been the meaning set forth in Section 3.11(b).

"February 27, 2000 Balance Sheet" means the balance sheet representing
only the accounts that pertain to Graphics Chip Business prepared by S3, a copy
of which is attached hereto as Schedule 3.5(c).

"Force Majeure" means: acts of God; earthquakes; fires; natural
disasters; explosions; declared public states of emergency due to acts of public
enemy, riots, civil commotion and insurrection; or any other similar
catastrophic casualty, occurrence, condition, event or circumstance not
reasonably within the excused Party's control and which could not have been
anticipated and avoided by reasonable measures.

"GAAP" means generally accepted accounting principles as in effect in
the United States applicable to the financial statements of a corporation with
one or more classes of its securities registered under the Exchange Act.

"Governmental Approval" means any Consent of, with or to any
Governmental Authority.

"Governmental Authority" means any nation or government, state or other
political subdivision thereof, any entity exercising executive, legislative,
judicial, regulatory or administrative functions of government, including,
without limitation, any government authority, agency, department, board,
commission or instrumentality of the United States or Taiwan, any State of the
United States or any political subdivision thereof or of Taiwan and any tribunal
or arbitrator(s) of competent jurisdiction, and any self-regulatory organization
to which any such functions of government have been delegated in respect of such
functions.
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"Graphics Chip Business" shall mean S$S3's current business which involves
the development, design, and manufacture of discrete graphics chips or discrete
graphics chips integrated with core logic. Notwithstanding anything to the
contrary herein, the Graphics Chip Business shall not include S3's board or
add-in card business even though the products of such business contain graphics
chips or provide graphics functionality to their users or $3's professional
graphics business (e.g., the FireGL graphics board product line) which S3
conducts through its professional graphics divisions.

"Graphics Chip Business Assets"” means the Contributed Assets, the
Contributed Intellectual Property and any transferred Contracts.

"Guaranty" means that undertaking by VIA to be dated as of the Closing
Date in the form attached hereto as Exhibit 10.

"Hazardous Substance" means any substance presently or hereafter listed,
defined, designated or classified as hazardous, toxic, radiocactive or dangerous,
or otherwise regulated, under any Environmental Law. Hazardous Substance
includes any substance to which exposure is regulated by any Government
Authority or any Environmental Law including, without limitation, any toxic
waste, pollutant, contaminant, hazardous substance, toxic substance, hazardous
waste, special waste, industrial substance or petroleum or any derivative or
by-product thereof, radon, radiocactive material, asbestos or asbestos containing
material, urea formaldehyde foam insulation, lead or polychlorinated biphenyls.

"HSR Act" means the Hart-Scott-Rodino Antitrust Improvements Act of
1976, as amended.

"Information" means all information (whether written or oral) furnished
(whether before or after the date hereof) by any of the Parties or any of its
Representatives to any other Party hereto or its Representatives and all
analyses, compilations, forecasts, studies or other documents prepared by a
Party or its Representatives in connection with its review of the transactions
contemplated hereby which contain or reflect any such information, excluding
information which (i) is or becomes publicly available other than as a result of
disclosure by the receiving Party or its Representatives or (ii) is or becomes
available to the receiving Party on a non-confidential basis from a source
(other than a Party or its Representatives) which, to the best of the receiving
Party's knowledge after due inquiry, is not prohibited from disclosing such
information to the receiving Party by a legal, contractual or fiduciary
obligation.

"Intel License" means the Intellectual Cross License Agreement, dated
December 16, 1998, between Intel Corporation and $3.

"Intellectual Property" means any and all United States and foreign: (i)
patents (including design patents, industrial designs and utility models) and
patent applications (including docketed patent disclosures awaiting filing,
reissues, divisions, continuations-in-part and extensions), patent disclosures
awaiting filing determination, inventions and improvements thereto; (ii)
trademarks, service marks, trade names, trade dress, logos, business and product
names, slogans, and registrations and applications for registration thereof,
together with the goodwill associated therewith and symbolized thereby; (iii)
copyrights (including software) and

<PAGE> 10

registrations thereof; (iv) inventions, processes, designs, formulae, trade

secrets, know-how, industrial models, confidential and technical information,
manufacturing, engineering and technical drawings, product specifications and
confidential business information; (v) mask work and other semiconductor chip
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rights and registrations thereof; (vi) intellectual property rights similar to
any of the foregoing; and (vii) copies and tangible embodiments thereof (in
whatever form or medium, including electronic media).

"Intellectual Property Assets" has the meaning set forth in Section
3.14(a).

"Intellectual Property Cross License Agreement" means the Cross License
Agreement, to be dated as of the Closing Date, between S$3 and JV in the form
attached hereto as Exhibit 8.

"Intellectual Property Licenses" has the meaning set forth in Section
3.14(c).

"IRS" means the United States Internal Revenue Service.

"Joint Venture Agreement" means the Joint Venture Agreement, to be dated
as of the Closing Date, between S3 and VIA in the form attached hereto as
Exhibit 4.

"JV Transaction Agreements™ means the Joint Venture Agreement, the
Guaranty, the Non-Competition Agreement, the Intellectual Property Cross License
Agreement, the Trademark License Agreement, the Class A Shares Option Agreement,
the Release, the S3 Warrant and the Escrow Agreement.

"Leased Real Properties" means the premises located at 2841 Mission
College Boulevard, Santa Clara, CA 95054, and any other premises which the
parties mutually agree shall be subleased at the Closing.

"Leases" means the leases for the Leased Real Properties, pursuant to
which 83 is the lessee.

"Management Agreement" means the Management Agreement of even date
herewith between S3 and VIA in the form attached hereto as Exhibit 15.

"Material Adverse Effect" means a material adverse change in the value,
condition or utility of the Graphics Chip Business Assets taken as a whole;
provided, however, that the following shall not be taken into account in
determining whether there has been or could or would be a "Material Adverse
Effect:" (i) any change which occurs as a result of the announcement of this
Agreement or the pendency of the transactions contemplated hereby, involving the
loss of employees and customers, delay or cancellation of orders or the lack of
or delay in availability of materials from suppliers, (ii) any change which
occurs as a result of any action or failure to act by VIA pursuant to the
Management Agreement (iii) any litigation brought or threatened against $3, VIA
or JV, which does not result in the entry of injunctive relief, (iv) any action
or order by the Government of Taiwan or any state or political subdivision
thereof made or issued in connection with this Agreement or the transactions
contemplated hereby (v) any change relating to the economy of the United States
in general or the economies in which the Graphics Chip Business operates or the
personal computer industry in general and not specifically related to the
Graphics Chip Business, and (vi) any change that occurs as a result
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of failure to sublease to JV the premises located at 2841 Mission College
Boulevard, Santa Clara, California 95054. Without limiting the generality of the
foregoing definition, termination of the Intel License prior to the Closing Date
shall constitute a Material Adverse Effect.

"Monthly Financial Statements" has the meaning set forth in Section

"Non~Competition Agreement" means the Non-Competition Agreement between
$3 and JV, to be executed and delivered on the Cleosing Date, in the form
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attached hereto as Exhibit 5.

"Parties” means 53 and VIA and JV (when it becomes a party hereto), and
their respective successors and permitted assigns.

"Permitted Encumbrance" means (i) any Encumbrance for Taxes (other than
income taxes) either not yet due and payable or being contested in good faith by
appropriate proceedings and for which adequate reserves have been provided; (ii)
mechanic's, materialmen's, workmen's, warehousemen's and other similar
Encumbrances incurred in the ordinary course of business with respect to
obligations which are not past due or which are being contested in good faith by
appropriate proceedings and for which adequate reserves have been provided;

(iii) a lien securing any Assumed Liability; and (iv) such liens, minor
imperfections of title, easements on real property or leasehold estates as do
not materially impair the value of the Graphics Chip Business Assets, the
Excluded Licenses, or the operation of the Graphics Chip Business.

"Person” means an individual, corporation, partnership, limited
liability company, trust, unincorporated organization or other entity or a
government or any agency or political subdivision thereof.

"Release" means the Release in the form attached hereto as Exhibit 16.

"Representatives" means all of the directors, officers, employees,
Affiliates and other representatives (including, without limitation, financial
advisors, attorneys and accountants) or agents of a Person.

"S3 Subsidiaries" means 53 International Ltd., S3 Ventures, Ltd. and $3
-- VIA, Inc.

"83 Warrant” shall mean that certain warrant to purchase 2,000,000
shares of 33 Common Stock at $10.00 per share, in the form attached hereto as
Exhibit 9.

"Scheduled Closing Date" has the meaning set forth in Section 2.1.
"SEC" means the U.S. Securities and Exchange Commission.
"Securities Act" means the Securities Act of 1933.

"Subleases" means those subleases between S3, as sublessor, and JV, as
sublessee, to be executed and delivered on the Closing Date with respect to the
Leased Real Properties.
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"Subsidiaries" means each corporation or other Person in which a Person
owns or controls, directly or indirectly, capital stock or other equity
interests representing at least 50% of the outstanding voting stock or other
equity interests.

"Tax" or "Taxes" means (i) any and all federal, state, local and foreign
taxes, assessments and other governmental charges, duties, impositions and
liabilities relating to taxes, including taxes based upon or measured by gross
receipts, income, profits, sales, use and occupation, and value added, ad
valorem, transfer, franchise, withholding, payroll, recapture, employment,
excise, stamp and property taxes and customs duties, (ii) all interest,
penalties and additions imposed with respect to such amounts, and (iii) any
obligations to any Tax authority or other Governmental Authority under Treasury
Regulations 1.1502-6 (or any comparable provision of the laws of any state,
local or foreign jurisdiction), or under any agreements or arrangements with any
other Person, with respect to amounts described in clauses (i) and (ii),
including any liability for Taxes of a predecessor entity.

"Tax Return"” means any and all federal, state and local and foreign
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returns, estimates, information statements and reports relating to Taxes.

"Third Party Claim" means any claim made by any third party which is to
be the basis for a claim for indemnification hereunder.

"Trademark License Agreement" means the Trademark License Agreement
between 53 and JV to be executed and delivered on the Closing Date, with respect
to the S3 trademark, in the form attached hereto as Exhibit 11.

"Transfer," when used as a verb, means to sell, pledge, assign,
encumber, dispose of or otherwise transfer, or, when used as a noun, means a
sale, pledge, assignment, encumbrance, disposition, or other transfer.

"Transferred Employees" has the meaning set forth in Section 3.15.
ARTICLE 2.
ACTIONS TO BE TAKEN AT THE CLOSING

2.1 The Closing. The closing of the transactions provided for in this
Article 2 (herein called the "Closing") shall take place at the offices of
Heller Ehrman White & McAuliffe LLP, 525 University Avenue, Palo Alto, CA, at
2:00 p.m., local time, on January 3, 2001; provided, that (a) if the Closing has
not occurred by January 3, 2001 and the delay is due to events (other than Force
Majeure) not within the control of $3 or VIA, then the Closing shall take place
on January 10, 2001, (b) if the Closing has not occurred by January 3, 2001 and
the delay is due exclusively to an event constituting Force Majeure and arising
from any act or failure to act by the government of Taiwan or any agency,
committee or subdivision thereof, including, without limitation, any act, order
or injunction against (or failure to approve, where such approval is legally
required to accomplish) the transfer of funds or property pursuant to, or the
consummation of any other action contemplated by, this Agreement, then the
Closing shall take place as soon as practicable after the cessation of such
event, but in no event later than January 17, 2001, or (c) if the Closing has
not occurred by January 3, 2001 and the delay is due
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exclusively to an event constituting Force Majeure of a type other than the type
described in clause (b) above, then the Closing shall take place as soon as
practicable after the cessation of such event, but in no event later than
January 31, 2001. The date on which the Closing is to occur under this Section
2.1 is referred to in this Agreement as the "Scheduled Closing Date." The date
on which the Closing actually occurs is referred to in this Agreement as the
"Closing Date."

2.2 Actions at Closing. At the Closing, subject to the terms and
conditions of this Agreement, the applicable Parties hereby agree to take the
following actions in the following order, all of which shall be deemed to occcur
simultaneously:

(a) Concurrent with the Closing, the parties shall form JV and cause it
to become a party to this Agreement,

{b) S3 and the 33 Subsidiaries shall transfer to JV all of their right,
title and interest in and to the Contributed Assets, the Contributed
Intellectual Property and the Contracts (to the extent such are assignable or
consent to such assignment has been obtained).

(c) VIA, or its designee, shall deliver to JV $208,000,000 payable in
cash or shares of S3 common stock or any linear combination thereof. For
purposes of this Section 2.2(c), each share of S3 common stock shall be valued
at $16.00.

(d) JV shall deliver to S3 $208,000,000 payable in the same form
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contributed by VIA pursuant to Section 2.2(c).

(e) JV shall assume the Assumed Liabilities.
shall

stock

(£) av
Class A common

deliver certificates representing 100,000,000 shares of JV
to 83 or its designee.

shall
stock

(g) av
Class B common

deliver certificates representing 30,000,000 shares of JV
to VIA or its designee.

shall
stock

(h) Jv
Class C common

deliver certificates representing 200,000 shares of JV
to a person or entity to be identified by VIA.

(1) 83, VIA and JV shall each execute and deliver the JV Transaction
Agreements to which each of them is a party.

(j) S3 shall deliver the Release.

2.3 Instruments of Conveyance and Transfer, etc. At the Closing, the
applicable Parties will deliver the following documents:

(a) 83 will deliver to JV such bills of sale, endorsements, certificates

and instruments of assignment, conveyance and transfer reasonably satisfactory
in form and substance to JV as shall be necessary to vest in JV or any
Subsidiary designated by JV good and marketable title to
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the Contributed Assets,
Permitted Encumbrances.

in each case, free and clear of any Encumbrances, except

(b) If VIA, or its designee, delivers S3 shares pursuant to Section
2.2(c), VIA or its designee will deliver appropriate stock certificates
representing such 53 shares registered in the name of JV or S3 stock
certificates endorsed in blank or with standard blank stock powers affixed
thereto free and clear of any Encumbrances, except Permitted Encumbrances.

(c) JV will deliver to S$3 such instruments of assumption as shall be
reasonably satisfactory in form and substance to the Parties as shall be
necessary for JV to assume the Assumed Liabilities.

2.4 Further Assurances. If at any time at or after the Closing any Party
shall consider or be advised that any further instruments of conveyance and
transfer, assignments, assumptions or assurances in law or any other things are
necessary, desirable or proper to vest, perfect or confirm in JV, of record or
otherwise, the title to any assets, properties or rights acquired or to be
acquired by reason of, or as a result of, the transfers to be effected at the
Closing, or to vest, perfect or confirm in 83, of record or otherwise, the
security interests and liens to be effected at Closing, or to perfect or confirm
the assumption by JV of the liabilities or obligations to be assumed by it at
the Closing, each of the Parties agrees to execute and deliver all such deeds,
instruments, assignments, assumptions and assurances in law and to do all things
necessary, desirable or proper to vest, perfect or confirm title to the
applicable assets, properties or rights or to confirm the assumption of the
applicable liabilities and otherwise to carry out the purposes of this
Agreement.

2.5 Post-Closing Audit. Within two weeks after the Closing Date, S3
shall prepare and deliver the Closing Balance Sheet of the Graphics Chip
Business. The Closing Balance Sheet shall be prepared in accordance with GAAP
applied on a consistent basis and shall exclude any re-evaluation or
re-adjustment as a result of the transactions contemplated by this Agreement.
Promptly thereafter, JV shall cause the Closing Balance Sheet to be audited by a
"Big Five" accounting firm other than Deloitte & Touche, LLP or Ernst & Young
(the "Outside Auditor"). Within 60 days thereafter, the Outside Auditor shall
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deliver an audited balance sheet, together with the notes thereto and the report
of the Outside Auditor thereon, to VIA and S3. In the event that the net value
of the accounts receivable, inventories and prepaid items relating to
inventories contributed by $S3 to JV, and the Assumed Liabilities (other than
those additional liabilities assumed by VIA pursuant to Section 5.22), reflected
in the audited balance sheet prepared in accordance with GAAP applied on a
consistent basis varies by more than $500,000 from the net value of such assets
and liabilities reflected on the Closing Balance Sheet prepared by S$3, the
entire excess, if any shall be paid to $3 by VIA and the entire deficiency, if
any, shall be paid to JV by S3 within 48 hours of the determination of such
excess or deficiency by the Outside Auditor.
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ARTICLE 3.
REPRESENTATIONS AND WARRANTIES OF S3
53 represents and warrants to VIA as follows:

3.1 Authorization, etc. S3 has the corporate power and authority to
execute and deliver this Agreement and the JV Transaction Agreements to which it
will be a party, to perform fully its obligations hereunder and thereunder, and
to consummate the transactions contemplated hereby and thereby. The execution
and delivery by S3 of this Agreement and the JV Transaction Agreements to which
it will be a party, and the consummation of the transactions contemplated hereby
and thereby, have been, and on the Closing Date the execution and delivery by S3
of this Agreement and the JV Transaction Agreements to which it will be a party
and the consummation of the transactions contemplated hereby and thereby will
have been, duly authorized by all requisite corporate action of S3. S3 has duly
executed and delivered this Agreement, and on the Closing Date 83 will have duly
executed and delivered the JV Transaction Agreements to which it will be a
party. This Agreement is, and on the Closing Date each JV Transaction Agreement
to which 83 is a party will be, legal, valid and binding obligations of S3,
enforceable against it in accordance with its respective terms except as may be
limited by bankruptcy, insolvency, reorganization and similar Applicable Laws
affecting creditors generally and by the availability of equitable remedies.
Neither the execution and delivery of this Agreement or the JV Transaction
Agreements, nor the consummation of the transactions contemplated hereby or
thereby, is required to be approved by the stockholders of S3. The factual
assumptions recited by S3's counsel in the opinion attached hereto as Exhibit 13
are true and correct in all material respects.

3.2 Corporate Status.

(a) 83 and the 83 Subsidiaries are corporations duly organized, validly
existing and in good standing under the laws of the jurisdiction of their
incorporation with full corporate power and authority to carry on the Graphics
Chip Business and to own or lease and to operate the properties necessary to the
operation of the Graphics Chip Business as and in the places where such business
is conducted and such properties are owned, leased or operated.

(b} S3 and the 83 Subsidiaries are duly qualified or licensed to do
business in each of the jurisdictions in which the operation of the Graphics
Chip Business or the character of the properties owned, leased or operated by it
in connection with the Graphics Chip Business makes such qualification or
licensing necessary, and where the failure to do so would not have a Material
Adverse Effect.

(c) S3 has delivered to VIA complete and correct copies of the
certificate of incorporation and by-laws or other organizational documents of S3
and each of its Subsidiaries, in each case as amended and in effect on the date
hereof. Neither 83 nor the S$3 Subsidiaries are in violation of any of the
provisions of its certificate of incorporation or by~laws or other
organizational documents.
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(d) To S3's knowledge, S3 is not in violation of any order of any
Governmental Authority or any Applicable Law to which S3 or the S3 Subsidiaries
or any of their properties or assets utilized primarily in the Graphics Chip
Business are subject. To S53's knowledge, S$3 has obtained all licenses, permits
and other authorizations and has taken all action required by Applicable Law in
connection with the Graphics Chip Business as now conducted.

3.3 Employee Options. Stock options granted by S$S3 pursuant to S3's 1989
Stock Option Plan (the "S3 Option Plan") are referred to in this Agreement as
"33 Stock Options." Schedule 3.3, as amended by the Additional Disclosure
Schedule (hereaftexr "Schedule 3.3"), sets forth the following information with
respect to each S3 Stock Option outstanding as of the date of this Agreement:
(i) the name of the optionee; (ii) the particular plan pursuant to which such S3
Stock Option was granted; (iii) the number of shares of common stock subject to
such S3 Stock Option; (iv) the exercise price of such S$83 Stock Option; (v) the
vesting schedule of such 83 Stock Option and whether such vesting accelerates on
a change of control of 83, as defined in S$3 Option Plan; (vi) the date on which
such $3 Stock Option was granted; and (vii) the date on which such S3 Stock
Option expires. S3 has made available to VIA accurate and complete copies of the
S3 Option Plan and the forms of all agreements evidencing S3 Stock Options. All
shares of common stock subject to issuance as aforesaid, upon issuance on the
terms and conditions specified in the instrument pursuant to which they are
issuable, would be duly authorized, validly issued, fully paid and
nonassessable. Except as designated in Schedule 3.3, there are no commitments or
agreements of any character to which S3 is bound obligating S3 to accelerate the
vesting of any S3 Stock Option as a result of the transactions contemplated by
this Agreement.

3.4 No Conflicts, etc. The execution, delivery and performance by S3 of
this Agreement and each JV Transaction Agreement to which it is a party, and the
consummation of the transactions contemplated hereby and thereby, do not, except
as would not materially impair the ability of S$3 to perform obligations
hereunder and under the JV Transaction Agreements, conflict with or result in a
violation of or a default under (with or without the giving of notice or the
lapse of time or both), create in any other Person a right or claim of
termination, amendment, modification (including without limitation the
commencement of any royalty or other payment obligation on behalf of S3),
acceleration or cancellation of, or result in the creation of any Encumbrance
(or any obligation to create any Encumbrance) upon any of the Graphics Chip
Business Assets under, (i) any Applicable Law applicable to 83 or the Graphics
Chip Business Assets, (ii) the certificate of incorporation or by-laws or other
organizational documents of S3 and the S3 Subsidiaries, or (iii) except as set
forth in Schedule 3.4, any contract, agreement, intellectual property license or
instrument to which S3 or the S3 Subsidiaries may be bound or affected and which
is included or used in the Graphics Chip Business or the Graphics Chip Business
Assets to be transferred to JV. Except as specified in Schedule 3.4, to S3's
knowledge, no Governmental Approval or other Consent of any party is required to
be obtained or made by $3 in connection with the execution and delivery of this
Agreement or the JV Transaction Agreements or the consummation of the
transactions contemplated hereby or thereby.

3.5 83 Financial Statements.
(a) Each of the consolidated financial statements (including, in each

case, any related notes thereto) for the last three fiscal years delivered to
VIA (the "S3 Financials"), (i) was

-1l
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prepared in accordance with GAAP applied on a consistent basis throughout the
periods involved (except as may be indicated in the notes thereto) and (ii)
fairly presented the consolidated financial condition of S3 and its Subsidiaries
as at the respective dates thereof and the consolidated results of S3's
operations and cash flows for the periods indicated.

(b) The historical audited financial statements of the Graphics Chip
Business, when prepared and delivered to JV pursuant to Section 5.14, shall be
true and correct as of the date thereof, be prepared in accordance with GAAP
applied on a consistent basis and fairly present the financial condition of the
Graphics Chip Business as at December 31, 1999, 1998 and 1997 and the results of
its operations and its cash flow for the years then ended.

(c) The February 27, 2000 Balance Sheet when prepared and delivered to
VIA is true and correct in all material respects as of the date thereof, was
prepared in accordance with GAAP applied on a consistent basis and fairly
presents the financial condition of the Graphics Chip Business as of the date
thereof.

(d) The Closing Balance Sheet, when prepared and delivered to VIA, shall
be true and correct in all material respects, be prepared in accordance with
GAAP applied on a consistent basis and fairly presents the Graphics Chip
Business Assets and the Additional Capital Assets as of the date thereof.

3.6 Taxes.

(a) 83 and the S3 Subsidiaries have timely filed all material Tax
Returns required to be filed by them, which Tax Returns are true, correct and
complete in all significant respects, and have paid (or S3 has paid on behalf of
the S$3 Subsidiaries) all Taxes required to be paid as shown on such Tax Returns.

(b) Except for Taxes described on Schedule 3.6, S3 has paid all Taxes
assessed or asserted to be due by any Governmental Authority.

(c) There is no Encumbrance for Taxes upon any Graphics Chip Business
Asset, other than liens for Taxes not yet due and payable.

(d) S3 has provided to VIA correct and complete copies of all notices
and communications from any Governmental Authorities related to Taxes of or on
the Graphics Chip Business, the Graphics Chip Business Assets, the Contributed
Intellectual Property, and the Contracts.

(e) Except as provided to VIA in writing, there are no Tax-allocation,
Tax-sharing or indemnification agreements related to or binding on the Graphics
Chip Business or the Graphics Chip Business Assets.

(f) Except as provided to VIA in writing, there is no contract,
agreement, plan or arrangement covering any employee of the Graphics Chip
Business that could give rise to the payment of any amount that would not be
deductible under Section 280G, 404, or 162 (m) of the Code.

_12_
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3.7 Litigation. Except as set forth in Schedule 3.7, as amended by the
Additional Disclosure Schedule (hereafter "Schedule 3.7"), to S3's knowledge,
there is no action, claim, demand, suit, proceeding, arbitration, grievance,
citation, summons, subpoena, inquiry or investigation of any nature, civil,
criminal, regulatory or otherwise, in law or in equity, pending against or
relating to the Graphics Chip Business Assets, the Excluded Licenses, or the
Graphics Chip Business, or against or relating to the transactions contemplated
by this Agreement or the JV Transaction Agreements. Neither VIA nor JV shall
assume S3's obligations under any ongoing litigation, whether or not related to
the Graphics Chip Business. Except as set forth in such Schedule 3.7, to the
knowledge of $3, no liability under any citations, fines or penalties has been
asserted against S3 or the S3 Subsidiaries since January 1, 1995 under any
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Environmental Law with respect to the Leased Real Properties. Neither S3 nor the
S3 Subsidiaries nor any of the Graphics Chip Business Assets are subject, or in
default under any order, writ, judgment, injunction or decree of any court,
tribunal, arbitration panel or any government department, commission, board,
agency or instrumentality, domestic or foreign with respect to the Graphics Chip
Business.

3.8 |Compliance with Laws; Governmental Approvals and Consents. Except as
disclosed inm Schedule 3.8, to the knowledge of S3, the Graphics Chip Business
Assets are being used and operated in compliance with Applicable Law applicable
to the Graphics Chip Business.

3.9 |Operation of the Graphics Chip Business. Except as disclosed in
Schedule 3.9%, S3 has conducted the Graphics Chip Business only through S$3 and
the S3 Subsidiaries and not through any other divisions or any other Affiliate
of S3.

3.10 Graphics Chip Business Assets. Schedule 3.10, sets forth a true and
complete list of all of the assets held by or used in the Graphics Chip Business
designated By S3 and VIA to be contributed on the Closing Date to JV (the
"Contributed Assets"). On the Closing Date, S3 and the S3 Subsidiaries will have
good title to or a valid leasehold interest in or license to all of the assets
comprising the Graphics Chip Business Assets, including, without limitation, the
Contributed|Assets, the Leased Real Property, and the Contributed Intellectual
Property, im each case free and clear of any and all Encumbrances other than
Permitted Encumbrances. Except for the Graphics Chip Business Assets, the
Intellectual Property Assets and the Intellectual Property Licenses, there are
no material assets or properties used in the operation of the Graphics Chip
Business as currently conducted. Except as set forth herein and as disclosed to
VIA during due diligence, S3 has no knowledge of any facts, events or
circumstances relating to or affecting the Graphics Chip Business, the Graphics
Chip Business Assets, or the Excluded Licenses which has since February 27, 2000
or could, individually or in the aggregate, result in a Material Adverse Effect.
Except as disclosed to VIA during due diligence, the tangible personal property
assets used|in the Graphics Chip Business are in good repair and operating
condition (subject to normal wear and tear).

3.11 Contracts.

(a) Schedule 3.11(a) as amended by the Additional Disclosure Schedule
(hereafter "Schedule 3.11(a)") and Schedules 3.14(c) (i), as amended by the
Additional Disclosure Schedule (hereafter "Schedule 3.14(c) (i) "), and Schedule
3.14(c) (ii) ‘contain a complete and correct list of all agreements and contracts
(whether written or oral) of the types described below relating to the

~13~
<PAGE> 19

Graphics Chip Business, to which S3 or the S3 Subsidiaries are a party and are
bound or materially affected or to which S3 or the S3 Subsidiaries are a party
or by which they are bound in connection with the Graphics Chip Business:

(1) employment contracts concerning Transferred Employees,
whether written or oral, consulting agency, collective bargaining oxr
other similar contracts and agreements under which current or future
obligations exist relating to or for the benefit of Transferred
Employees;

(ii) asset purchase agreements and other acquisition or
divestiture agreements (other than agreements for sales of inventory in
the ordinary course of business) and any agreements relating to the
sale, lease or disposal of any capital assets in the amount of $100,000
or more;

(iii) brokerage or finder's agreements;
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(iv) orders and other contracts for the purchase or sale of
materials, supplies, products or services under which current or future
obligations exist, including (i) the names and addresses of all
suppliers from which $3 ordered raw materials, supplies, merchandise and
other goods and services with an aggregate purchase price for each such
supplier of $100,000 or more during the twelve-month period ended
December 31, 1999 and the amount for which each supplier invoiced 83
during such period and (ii) the names and addresses of all customers of
S3 that ordered goods and services of $100,000 or more during the
twelve~month period ended December 31, 1999 and the amount for which
each such customer was invoiced during such period;

(v} lease agreements providing for the leasing of personal
property primarily used in, or held for use primarily in connection
with, the Graphics Chip Business; and

(vi) any other contracts, agreements or commitments that are
material to the Graphics Chip Business.

(b) Schedule 3.11(b) (i) as amended by the Additional Disclosure Schedule
(hereafter "Schedule 3.11(b) (i)") sets forth a list of the contracts and
agreements which have been designated by S3 for assignment to JV on the Closing
Date (the "Contracts"). A number of these Contracts require third party consents
for assignment. Within 30 days after the Closing Date, JV shall designate which
of the Contracts it wishes to have assigned to JV; provided, however, that JV
shall accept assignment of the Contracts specified in Schedule 3.11(b) (i) with
an asterisk (*). Schedule 3.11(b) (ii) (hereafter "Schedule 3.11(b) (ii)"), sets
forth a list of certain of the contracts, licenses and agreements which have not
been designated for assignment to JV on the Closing Date (the "Excluded
Licenses") and which are related to the Graphics Chip Business. While S$3 shall
undertake good faith efforts to request and obtain any consents necessary to
such assignments, there can be no assurance that such consents can be obtained
or that it will be able to assign any or all of the Contracts that require such
consent. S$3 shall undertake commercially reasonable efforts to maintain the
Excluded Licenses in full force and effect; provided, however,
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that subject to Section 5.6, nothing herein shall limit or affect S3's right to
enter into a merger or other similar transaction or to modify or amend said
Excluded Licenses in a manner that S3 believes is in the best interests of its
stockholders.

(c) 83 has made available to VIA complete and correct copies of all
written Contracts, together with all amendments thereto, and accurate
descriptions of all material terms of all oral Contracts, set forth or required
to be set forth in Schedules 3.11(a) and 3.11(b) (i).

(d) Except where the failure would result in a Material Adverse Effect,
all Contracts are in full force and effect and enforceable against S3 and the S$3
Subsidiaries, and against each other party thereto. No party has declared an
event of default under any Contract, and no such event or condition exists that,
after notice or lapse of time or both, would constitute a violation, breach or
event of default thereunder on the part of S3 or to the knowledge of $3, any
other party thereto except as set forth in Schedule 3.11(d). To $3's knowledge,
there is no fact, event or circumstance that will materially impair the ability
of S3 to perform its obligations under this Agreement and the JV Transaction
Agreements.

(e} Except as set forth in Schedule 3.11(e), S$S3 does not have
outstanding any power of attorney that relates to the operation of the Graphics
Chip Business or the Graphics Chip Business Assets.

3.12 Territorial Restrictions. Except as set forth in Schedule 3.12,
neither 83 nor the S3 Subsidiaries is a party to any agreement placing a
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territorial restriction on the use of the Graphics Chip Business Assets.
3.13 Inventories.

(a) All of the inventories of raw materials, supplies, work in process,
finished products, spare parts, replacement and component parts included in the
Contributed Assets are of good, usable and merchantable guality in all material
respects and except as set forth in Schedule 3.13, as amended by the Additional
Disclosure Schedule (hereafter "Schedule 3.13"), do not include obsoclete or
discontinued items.

(b) All such inventories are of such quality as to meet the quality
control standards of $3 and any applicable governmental quality control
standards.

(c) All such inventories that are finished goods are saleable as current
inventories at the current prices thereof in the ordinary course of business.

(d) All such inventories are recorded on the books of S3 at the lower of
cost or market value determined in accordance with GAAP.

(e} Schedule 3.13 lists the locations of all such inventories.
3.14 Intellectual Property.

(a) Title. Schedule 3.14(a) (i) sets forth a list of all the Intellectual
Property that is related to, used in or held for use in connection with, or is
material to the operation of, the
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Graphics Chip Business (the "Intellectual Property Assets"). Schedule

3.14(a) (ii), sets forth the Intellectual Property Assets which are owned by 83
and which 83 will Transfer to JV on the Closing Date (the "Contributed
Intellectual Property”). Except as disclosed on Schedules 3.14(a) (i), (ii) to
53's knowledge, the Intellectual Property Assets are free and clear of all
Encumbrances except Permitted Encumbrances.

(b) No Infringement. To the knowledge of S3, neither the conduct nor
products of the Graphics Chip Business nor the Graphics Chip Business Assets
infringe or otherwise conflict with any rights of any Person, none of the
Graphics Chip Business Assets is being infringed by any Person, and there is no
patent or patent application or trademark or trademark application that
interferes with the Graphics Chip Business Assets or has a Material Adverse
Effect.

(c) Licensing Arrangements. Schedule 3.14(c) (i) designates all
agreements or contracts pursuant to which any other Person has licensed or
sublicensed to S3 or the S3 Subsidiaries any Intellectual Property Assets, or
otherwise knowingly permitted S3's or the $3 Subsidiaries' use of such
Intellectual Property Assets (through non-assertion, settlement or similar
agreements relating to the Graphics Chips Business) (the "Intellectual Property
Licenses"). Schedule 3.14(c) (ii) designates all agreements or arrangements
pursuant to which S3 or the S3 Subsidiaries have licensed or sublicensed to any
other Person any Intellectual Property Assets relating to the Graphics Chips
Business, or otherwise knowingly permitted such Person's use of such
Intellectual Property Assets relating to the Graphics Chips Business (through
non-assertion, settlement or similar agreements). Except as set forth in such
Schedules 3.14(c) (i), as amended by the Additional Disclosure Schedules
(hereafter "Schedule 3.14(c) (1)"), and 3.14(c) (ii), to the knowledge of $3, the
Intellectual Property Licenses relating to the Graphics Chips Business (x) are
in full force and effect in accordance with their terms and no default exists
thereunder by S3 or its Subsidiaries or to the knowledge of $3, by any other
party thereto, and (y) are free and clear of all Encumbrances. S3 or the 83
Subsidiaries have made available to VIA true and complete copies of all
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Intellectual Property Licenses relating to the Graphics Chips Business
(including amendments, supplements, renewals, waivers and other modifications),
which are set forth on such Schedules 3.14(c) (i) and 3.14(c) (ii).

(d) No Intellectual Property Litigation. To the knowledge of S3, there
are no claims that any default exists under any agreement or arrangenent
pertaining to the Contributed Intellectual Property, or the Excluded Licenses
except as set forth on Schedule 3.7, as amended by the Additional Disclosure
Schedule (hereafter "Schedule 3.7"). Except as set forth on such Schedule 3.7,
none of the Contributed Intellectual Property, or the Excluded Licenses is
subject to any outstanding order, ruling, decree, judgment or stipulation by or
with any court, arbitrator, or administrative agency.

(e) Due Registration, etc. To S3's knowledge, S3 has taken all such
necessary or desirable actions to ensure that the patents and trademarks owned
by 83 and included in the Contributed Intellectual Property or to be subject to
the Intellectual Property Cross License Agreement have been duly registered
under any Applicable Laws in the appropriate filing offices, and, to S3's
knowledge, such registrations were issued on the basis of applications that were
true and correct as of their dates, and are in full force and effect.

~16-
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(f) Protection of Intellectual Property. Exhibit 12, as amended by the
Additional Disclosure Schedule (hereafter "Exhibit 12"), sets forth a true and
complete list of all employees and consultants of S3's Graphics Chip Business
who are bound by a form of proprietary rights and information agreement with 383
(the "Proprietary Rights and Information Agreement"). It has been S3's policy
and practice to obtain a Proprietary Rights and Information Agreement from each
employee and consultant of the Graphics Chip Business during the thirty-six (36)
months prior to this Agreement. $3 has delivered to VIA complete and correct
copies of such Proprietary Rights and Information Agreements. To the knowledge
of 83, none of such confidential proprietary rights have been used, distributed
or otherwise commercially exploited under circumstances which have caused the
loss of any patent, trademark, copyright or trade secret used in the Graphics
Chip Business.

3.15 Employees, Labor Matters, etc. Schedule 3.15, as amended by the
Additional Disclosure Schedule (hereafter "Schedule 3.15"), which shall be
CONFIDENTIAL and sealed, sets forth the following information with respect to
each person designated by S3 and VIA as an employee to be transferred to JV on
or immediately after the Closing Date (the "Transferred Employees"): (i) the
name of the employee; (iil) the position of the employee; (iii) the compensation
rate of the employee; and (iv) any obligation of S3 or the S3 Subsidiaries to
pay or compensate any of said employees for bonuses, retention or sick or other
paid time off. Except as set forth in Schedule 3.15, S3 is not a party to or
bound by any collective bargaining agreement and there are no labor unions or
other organizations representing, purporting to represent or attempting to
represent any Transferred Employee. Since January 1, 1995, there has not
occurred or been threatened any material strike, slowdown, picketing, work
stoppage, concerted refusal to work overtime or other similar labor activity
with respect to any employees employed by S$3 in connection with the Graphics
Chip Business. To S$3's knowledge, there are no material labor disputes currently
subject to any grievance procedure, arbitration or litigation and there is no
representation petition pending or threatened with respect to any Transferred
Employee other than those listed on such Schedule 3.15. To its knowledge, S3 has
not received any written notice of, or is otherwise aware of, any federal,
foreign, state or local administrative proceeding (excluding workers
compensation proceedings) with respect to any Transferred Employee.

3.16 Rebates. Except as listed on Schedule 3.16, $3 has not entered
into, or offered to enter into, any agreement, contract, commitment or other
arrangement (whether written or oral) pursuant to which S3 is obligated, with
respect to the Graphics Chip Business Assets, to make any rebates, discounts,
promotional allowances or similar payments or arrangements, including without
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limitation returns of S$3 Graphics Chip Business products or merchandise, with
the ten largest customers of $3 (based on 1999 purchases) ("Rebate
Obligations"). Neither $3 nor JV shall, without their respective consent, assume
any liability for any other rebates. All Rebate Obligations are reflected in the
S3's historical financial statements and in the February 27, 2000 Balance Sheet,
and will be reflected in the Closing Balance Sheet.

3.17 Brokers, Finders, etc. All negotiations relating to this Agreement
and the JV Transaction Agreements, and the transactions contemplated hereby and
thereby, have been carried on without the participation of any Person acting on
behalf of S3 or Affiliates of S3 in such manner as to give rise to any valid
claim against VIA for any brokerage or finder's commission, fee or similar
compensation, or for any bonus payable by VIA to any officer,
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director, employee, agent or sales representative of or consultant to S3 upon
consummation of the transactions contemplated hereby or thereby.

3.18 Real Property.

(a) Leases. S3 has made available to VIA correct and complete copies of
the Leases. The Leases are legal, valid, binding, enforceable, and in full force
and effect, except as may be limited by bankruptcy, insolvency, reorganization
and similar Applicable Laws affecting creditors generally and by the
availability of equitable remedies. To the knowledge of S3, no party is in
default, violation or breach in any material respect under the Leases, and no
event has occurred and is continuing that constitutes or, with notice or the
lapse of time or both, would constitute a default, violation or breach in any
respect under the Leases. Each Lease grants the tenant under the Lease the
exclusive right to use and occupy the premises demised thereunder. Either S3 or
the 83 Subsidiaries enjoy peaceful and undisturbed possession under the Leases
for the Leased Real Properties.

(b) No Proceedings. To S83's knowledge, there are no eminent domain or
other similar proceedings pending or affecting any portion of any of the Leased
Real Properties. There is no writ, injunction, decree, order or judgment
cutstanding, nor any action, claim, suit or proceeding, pending or, to the
knowledge of 53, threatened, relating to the ownership, lease, use, occupancy or
operation by any Person of any of the Leased Real Properties.

3.19 Environmental Matters.

(a) Except as set forth on Schedule 3.19(a), with respect to the
Graphics Chip Business Assets and the Leased Real Property, S$3 is and on the
Closing Date will be in compliance in all material respects with all applicable
Environmental Laws, except for violations that would not individually or in the
aggregate have a Material Adverse Effect. To the knowledge of S3, there is no
pending civil or criminal litigation, notice of violation or non-compliance of
administrative proceedings relating to Environmental Laws involving $3 or the S3
Subsidiaries other than litigation, notices of violation, or administrative
proceedings which would not reasonably be expected, if adversely decided, to
have individually or in the aggregate a Material Adverse Effect.

(b) Except as set forth on Schedule 3.19(b), neither 83 nor the §3
Subsidiaries have received any notice, nor does S3 have knowledge of (i) any
violation of or non-compliance with any Environmental Law or any other law,
statute, rule, or regulation regarding Hazardous Substances on, at, under or
associated with the Leased Real Property or (ii) the actual institution or
pendency of any suit, action, claim, proceeding or investigation by any
Governmental Authority relating to or associated with any Leased Real Property
or (iii) any actual or threatened request or demand by any Governmental
Authority or third party for or relating to the investigation or removal of
Hazardous Substances from any Leased Real Property or any part thereof other
than vicolations, suits, actions, claims, proceedings, investigations or requests
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which could not, individually or in the aggregate, reasonably be expected to
have a Material Adverse Effect.
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(c) To the knowledge of S3, there is no condition existing on or
assoclated with the Graphics Chip Business Assets or any Leased Real Property
which could reasonably be expected to give rise to the assertion of a claim,
relating to or associated with any release of Hazardous Substances or other
materials on, at, under or from the Graphics Chip Business Assets or any Leased
Real Property by any private individuals or Governmmental Authority for cleanup
of such Hazardous Substances or materials or for damages associated therewith
including for alleged exposure thereto, including, but not limited to, claims
involving allegations of personal injury and/or property damage.

3.20 Accounts Receivable. Schedule 3.20, sets forth a true and complete
list of all accounts receivable of the Graphics Chip Business as of the date
hereof, along with an “aging™ of all such accounts. At the Closing Date, all of
the accounts receivable included in the Graphics Chip Business Assets will be
(1) valid and binding obligations of the party owing thereunder, (ii) current in
accordance with their payment terms and not older than 60 days from the date of
original invoice, and (iii) to S$3's knowledge, not subject to setoff or
equitable defenses against S3 or other assignors. Except as set forth in
Schedule 3.20, S3 has no knowledge that any of the accounts receivable are
uncollectible.

3.21 Purchase for Investment. S3 or its designee is acquiring the shares
of JV Class A common stock solely for investment, with no present intention to
resell such shares. S3 hereby acknowledges that the shares of JV Class A common
stock have not been registered pursuant to Applicable Law and may not be
transferred in the absence of such registration or an exemption therefrom, and
that the stock certificates representing the shares 1ssued to S3 will bear a
restrictive legend to the foregoing effect.

3.22 Disclosure. To the knowledge of S3, no representation or warranty
by 83 contained in this Agreement nor any statement or certificate furnished or
to be furnished by or on behalf of S3 to VIA or its representatives in
connection herewith (other than the Monthly Financial Statements) or pursuant
hereto contains any untrue statement of a material fact, or omits or will omit
to state any material fact required to make the statements contained herein or
therein not misleading. S3 has provided VIA with all material information
relating to the Graphics Chip Business Assets, the Excluded Licenses, and the
Intellectual Property Assets subject to the Intellectual Property Cross License
Agreement, and the operation of the Graphics Chip Business.

ARTICLE 4.
REPRESENTATIONS AND WARRANTIES OF VIA
VIA represents and warrants to S3 as follows:
4.1 Authorization, etc.
(a) VIA has the corporate power and authority to execute and deliver the
JV Transaction Agreements to which it will be a party, to perform fully its
obligations thereunder, and to consummate the transactions contemplated thereby.

The execution and delivery by VIA of this Agreement and the consummation of the
transactions contemplated hereby have been, and
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on the Closing Date the execution and delivery by VIA of the JV Transaction
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Agreements to which it will be a party and the consummation of the transactions
contemplated thereby will have been, duly authorized by all requisite corporate
action of VIA. VIA has duly executed and delivered this Agreement and on the
Closing Date will have duly executed and delivered the other JV Transaction
Agreements to which it will be a party. This Agreement is, and on the Closing
Date each JV Transaction Agreement to which VIA is a party will be, a legal,
valid and binding obligation of VIA enforceable against it in accordance with
its respective terms, except as may be limited by bankruptcy, insolvency,
reorganization and similar Applicable Laws affecting creditors generally and by
the availability of equitable remedies. Neither the execution and delivery of
this Agreement or the JV Transaction Agreements, nor the consummation of the
transactions contemplated hereby or thereby, is required to be approved by the
stockholders of S3. The factual assumptions recited by S3's counsel in the
opinion attached hereto as Exhibit 13 are true and correct in all material
respects.

(b) VIA is a corporation duly organized, validly existing and in good
standing under the laws of the jurisdiction of its incorporation, with full
corporate power and authority to carry on its businesses.

4.2 No Conflicts, etc. The execution, delivery and performance by VIA of
this Agreement and each JV Transaction Agreement and the Guaranty to which it is
.a party, and the consummation of the transactions contemplated hereby and
thereby, do not and will not conflict with or result in a violation of or a
default under (with or without the giving of notice or the lapse of time or
both), create in any other Person a right or claim of termination, amendment,
modification, acceleration or cancellation of, or result in the creation of any
Encumbrance (or any obligation to create any Encumbrance) upon any of the
properties or assets of VIA under (i) any Applicable Law, applicable to VIA or
any of the properties or assets of VIA, (ii) the certificate of incorporation or
by-laws or other organizational documents of VIA or (iii) except as set forth in
Schedule 4.2, any contract, agreement or other instrument to which VIA is a
party or by which VIA or any of its properties or assets may be bound or
affected (except, in the case of clause (iii) for violations or defaults that,
individually and in the aggregate, would not have a material adverse effect on
the properties, businesses, or results of operations of VIA as currently
conducted and would not materially impair the ability of VIA to perform its
obligations hereunder and under the JV Transaction Agreements and the Guaranty
to which it is a party). Except for approvals under the HSR Act, no Governmental
Approval, or other Consent of any party is required to be obtained or made by
VIA in connection with the execution and delivery of this Agreement or the JV
Transaction Agreements or the Guaranty or the consummation of the transactions
contemplated hereby or thereby.

4.3 Brokers, Finders, etc. All negotiations relating to this Agreement,
the other JV Transaction Agreements and the transactions contemplated hereby and
thereby have been carried on without the participation of any Person acting on
behalf of VIA or Affiliates of VIA in such manner as to give rise to any valid
claim against S3 for any broker's or finder's or similar fee or commission.

4.4 Purchase for Investment. VIA or its designee is acquiring the shares
of JV Class B common stock, and the S3 Warrant solely for investment, with no
present intention to resell such shares or warrant. VIA understands and
represents that the person or entity to be
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identified by VIA as the recipient of the JV Class C common stock will hold said
shares solely for investment and has no present intention to resell such shares.
VIA hereby acknowledges that the shares of JV Class B common stock, JV Class C
common stock and the S3 common stock underlying the S3 Warrant have not been
registered pursuant to Applicable Law and may not be transferred in the absence
of such registration or an exemption therefrom, and that the stock certificates
representing the shares issued to VIA will bear a restrictive legend to the
foregoing effect.
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4.5 Disclosure. To the knowledge of VIA, no representation or warranty
by VIA contained in this Agreement nor any statement or certificate furnished or
to be furnished by or on behalf of VIA to S3 or its representatives in
connection herewith or pursuant hereto contains or will contain any untrue
statement of a material fact, or omits or will omit to state any material fact
required to make the statements contained herein or therein not misleading.

ARTICLE 5.
COVENANTS

5.1 Access and Information. From the date hereof until the earlier of
the Closing Date or the termination of this Agreement in accordance with the
terms hereof, S3 and Persons acting on its behalf will (and its respective .
accountants, counsel, consultants, employees and agents will) give VIA, its
accountants, counsel, consultants, employees and agents, full access (except as
to privileged communications) during normal business hours to, and furnish them
with all documents, records, work papers and information with respect to, all of
the Graphics Chip Business Assets and the properties, assets, books, contracts,
commitments, reports and records relating to S3's Graphics Chip Business, as VIA
shall from time to time reasonably request. In addition, S$3 and Persons acting
on its behalf will permit VIA, and its accountants, counsel, consultants,
employees and agents, reasonable access (except as to privileged communications)
to such personnel of S3's Graphics Chip Business and Persons acting on its
behalf during normal business hours as may be necessary or useful to VIA in its
review of the Graphics Chip Business Assets and business affairs of 83's
Graphics Chip Business and the above-mentioned documents, records and
information. S3 will keep VIA reasonably informed as to the affairs of S3's
Graphics Chip Business through meetings conducted at least every two weeks from
the date hereof to the Closing Date.

5.2 Confidentiality. It is hereby agreed that, except as otherwise
expressly provided herein:

(a) Each Party and its Representatives (i) will keep all Information
confidential and will not (except as required by Applicable Law, regulation or
legal process, and only after compliance with paragraph (c) below), without the
prior written consent of the affected Parties hereto, disclose any Information
in any manner whatsoever, and (ii) will not use any Information other than in
connection with the transactions contemplated hereby; provided, however, that a
Party may reveal the Information to its Representatives (x) who need to know the
Information for the purpose of evaluating the transactions contemplated hereby,
(y) who are informed by such Party of the confidential nature of the Information
and (z) who agree to act in accordance
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with the terms hereof. Each Party will cause its Representatives to observe the
terms hereof and will be responsible for any breach hereof by any of its
Representatives.

(b) Each Party and its Representatives will not (except as required by
Applicable Law or stock exchange regulation, and only after compliance with
paragraph (c) below), without the prior written consent of the affected Parties,
disclose to any Person the fact that the Information exists or has been made
available, that such Party is considering the transactions contemplated hereby
or any other similar transactions or that discussions or negotiations are taking
or have taken place concerning the transactions contemplated hereby or any term,
condition or other fact relating to the transactions contemplated hereby or such
discussions or negotiations, including, without limitation, the status thereof.

(c) In the event that a Party or its Representatives is requested

pursuant to, or required by, Applicable Law to disclose any of the Information
to a third party, it will notify the other Parties hereto who are affected
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thereby promptly so that they may seek a protective order or other appropriate
remedy or, in their sole discretion, waive compliance with the terms hereof. In
the event that no such protective order or other remedy is obtained, or that
such Party waives compliance with the terms hereof, the other Party will furnish
only that portion of the Information which it is advised by counsel is legally
required and will exercise all reasonable efforts to obtain reliable assurance
that confidential treatment will be accorded the Information.

(d) If this Agreement is terminated, at any time thereafter upon the
request of a Party or any of its Representatives, the other Parties will either
(1) promptly destroy all copies of the written Information in their or their
Representatives' possession and confirm such destruction to the requesting Party
in writing or (ii) promptly deliver to the requesting Party, at its expense, all
copies of the written Information in its or its Representatives' possession. Any
oral Information will continue to be subject to the terms hereof.

5.3 Public Announcements. Except as required by Applicable Law or stock
exchange regulation applicable to the Parties, the Parties shall not, and shall
not permit any Person acting on their behalf to, make any public announcement in
respect of this Agreement or the transactions contemplated hereby without the
prior written consent of the other Party.

5.4 Conduct of Graphics Chip Business. On and after the date hereof and
until the Closing Date, except as expressly permitted or required by this
Agreement or as otherwise expressly permitted by VIA in writing (after the date
hereof), S3 and each of the S3 Subsidiaries will, with respect to the Graphics
Chip Business, make commercially reasonable efforts to:

(a) carry on the Graphics Chip Business in the ordinary course and in
substantially the same manner as heretofore conducted;

(b) preserve intact its present business organization, maintain its
properties in good operating condition and repair, and preserve its relationship
with customers, suppliers and others having business dealings with it;

(c) not terminate, other than for cause, the Transferred Employees;
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(d) not delay payment of any trade payables or other obligations other
than in the ordinary course of business;

(e) maintain all of the Graphics Chip Business Assets in good repair,
working order and operating condition subject only to ordinary wear and tear;

(f) keep in full force and effect insurance comparable in amount and
scope of coverage to insurance now carried by it in connection with the Graphics
Chip Business;

(g) maintain its books of account and records of its business in the
usual, reqular and ordinary manner consistent with past policies and practice,
and not change such policies or practices;

(h) comply in all material respects with all Applicable Laws applicable
to the Graphics Chip Business;

(i) not make any material Tax elections with respect to the Graphics
Chip Business that would be binding on JV or VIA after the Closing Date;

(j) maintain its good standing in its jurisdiction of incorporation and
in the jurisdictions in which it is qualified to do and does operate its
Graphics Chip Business as a foreign corporation and to maintain or obtain all
Governmental Approvals and other Consents necessary for, or otherwise material
to, the Graphics Chip Business;
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(k) promptly advise VIA in writing of any event, circumstance,
occurrence, fact, condition, change, development or effect that, individually or
in the aggregate, could, to the knowledge of S3, reasonably be expected to have
or result in a Material Adverse Effect or would cause a breach of this Section
5.4;

(1) perform in all material respects all of its obligations under all
Contracts:;

(m) not enter into any agreement, commitment or other transaction in
connection with or relating to the Graphics Chip Business or make any capital
expenditures or capital additions or improvements for or in the Graphics Chip
Business or amend, modify or terminate any existing Contract entered into in
connection with or relating to the Graphics Chip Business other than in the
ordinary course of business and involving an expenditure of less than $100,000
(other than purchases of goods in the ordinary course of business), or enter
into any agreement or commitment in connection with or relating to the Graphics
Chip Business that, pursuant to its terms, is not cancelable without penalty on
notice of 30 days' or less from the end of the first month following the Closing
Date; provided, however, that $3 may purchase capital equipment or assets which
would otherwise reguire VIA's consent pursuant to this Section 5.4(m) and retain
such capital equipment or goods after the Closing, in which case such capital
equipment or assets shall not be included within the definition of Contributed
Assets and any accounts payable related to such purchaser{s) shall not be
included within the definition of Assumed Liabilities;

(n) not pay or commit to pay any bonus, other incentive compensation,
change of control or similar compensation to any Transferred Employee, or grant
or comnit to grant to any
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Transferred Employee, any other increase in or additional compensation in any
form except as consistent with past practice;

(o) not enter into, institute, adopt or amend or commit to enter into,
institute, adopt or amend any employment, consulting, retention, change of
control, collective bargaining, bonus or other incentive compensation,
profit-sharing, health or other welfare, stock option or other equity, pension,
retirement, vacation, severance, deferred compensation or other employment,
compensation or benefit plan, policy, agreement, trust, fund or arrangement in
respect of or for the benefit of any officer, director, employee, sales
representative, agent, consultant (whether or not legally binding) in connection
with the Transferred Employees, agents or consultants;

(p) not mortgage, pledge or otherwise cause or suffer any Encumbrance to
attach to any of the Graphics Chip Business Assets that would interfere with
JV's use thereof or rights therein;

(g) not sell any Graphics Chip Business Assets with a value in excess of
$25,000 in each case or $500,000 in the aggregate, other than inventory in the
ordinary course of business;

(r) not make any material changes in policies or practices relating to
selling practices, returns, discounts or other terms of sale or accounting
therefor or in policies of employment relating to the Graphics Chip Business;

(s) except with respect to N-Vidia, not transfer or grant any rights
under, or enter into any settlement regarding the breach or infringement of, any
Contributed Intellectual Property, or amend or modify any existing rights with
respect to any of the Contributed Intellectual Property, which would or could
affect any rights necessary to JV's utilization of such Contributed Intellectual
Property;

(t) replenish the inventories and supplies of the Graphics Chip Business
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in a normal and customary manner consistent with its prior practice and prudent
business practices prevailing in the industry, and not make any purchase
commitment for the Graphics Chip Business in excess of the normal, ordinary and
usual requirements of its business or at any price or upon terms and conditions
more onerous than those consistent with prior practices and customary in the
industry, and, other than in the ordinary course of business, not make any
change in its selling, pricing, or advertising practices in the Graphics Chip
Business inconsistent with its prior practice and prudent business practices
prevailing in the industry;

(u) except with respect to N-Vidia or in the Side Letters, not
institute, settle or agree to settle any litigation, action or proceeding in
connection with, or relating to, the Graphics Chip Business or any Graphics Chip
Business Assets, before any court or governmental body other than in the
ordinary course of business consistent with prior practices but not in any case
involving amounts in excess of $200,000 or the deprivation of any rights which
JV would or could have under such assets or licenses; and

(v) not resolve or commit to effect any act in contravention of any of
the provisions of this Section 5.4.
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If S3 believes that it will be unable to perform the obligations set forth in
this Section 5.4 or that it must modify its business practices in a manner
inconsistent with this Section 5.4, then S3 shall so notify VIA in writing. VIA
shall have 10 business days within which to advise S3 with regard to such matter
and to consent or object to S53's proposed action or respond to the situation
which is the subject of the notice. If VIA does not respond to S3 within such
10-day period, then VIA shall be deemed to have consented to 53's proposed
action or response, if any. Nothing in this Section 5.4 or this Agreement or the
Transaction Agreements shall limit or affect S3's right to enter into a merger
or similar transaction involving S3 as a whole or to sell the assets of its Spea
subsidiary or division or the assets of its Diamond, Number 9 or other add-in
card or board business (to the extent not specifically identified in the
Schedules hereto as being transferred to JV.

5.5 Commercially Reasonable Efforts.

(a) Subject to the terms and conditions herein provided, S$3 and VIA each
hereby covenants to the other that it shall use its commercially reasonable
efforts to take or cause to be taken as promptly as practicable all actions
necessary or desirable on its part to permit the consummation of the
transactions contemplated by this Agreement. S3 will use commercially reasonable
efforts to obtain all Consents, waivers and clearances of all third parties
necessary to consummate and make effective the transactions contemplated by this
Agreement. If any Consent is required to assign any Contract at the Closing, S3
may, after it has used commercially reasonable efforts to obtain such Consent or
a Waiver on or before the Closing, either continue to use its commercially
reasonable efforts after the Closing to cause that Contract to be assigned to
JV, or take commercially reasonable efforts (so long as permitted by law and not
in violation of the Contract in gquestion) to assure that the rights and
obligations of 83 under such Contract shall be preserved for the benefit of JV
and to facilitate receipt of the consideration to be received by S3 in and under
any such Contract with respect to performance rendered or amounts that otherwise
accrue after the Closing, which consideration S3 shall hold in trust for the
benefit of, and upon request of JV, shall deliver to JV. If S3 elects pursuant
to the preceding sentence to retain any Contract and preserve the benefits
thereof for JV, 53 shall take all legal action requested by JV to segregate or
otherwise secure for JV any cash or other assets received under or by virtue of
such Contract or Contracts after the Closing. To the extent that any of the
Contributed Assets are not capable of being validly assigned or transferred
without the Consent or waiver of the other Party thereto or the issuer thereof,
or if such assignment or transfer would constitute a breach thereof or a
violation of any Applicable Law, this Agreement shall not constitute an
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assignment or transfer thereof.

(b} From the date hereof until the earlier of (i) the termination of
this Agreement pursuant to Article 7 hereof and (ii) the Closing Date, S3 will
not and will instruct its directors, officers, employees, Representatives,
investment bankers, agents and Affiliates not to, directly or indirectly, (i)
solicit or encourage submission of, any proposals or offers by any person,
entity or group (other than VIA and its Affiliates, agents and Representatives),
or (ii) participate in any discussions or negotiations with, or (iii) disclose
any information concerning the Graphics Chip Business to or afford any access to
the properties, books or records of the Graphics Chip Business, other than in
the context of the sale of 83 as a whole or any other portion of its business or
(iv) enter into any agreement or understanding with, any Person other than VIA
and its Affiliates, agents and Representatives, in connection with any
Acquisition Proposal, as
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defined herein. S3 will immediately cease any and all existing activities,
discussions or negotiations with any parties conducted heretofore with respect
to any of the foregoing. S3 will (i) notify VIA as promptly as practicable if
any inquiry or proposal is made or any information or access is requested in
connection with an Acquisition Proposal or potential Acquisition Proposal and
(ii) as promptly as practicable, notify VIA of the significant terms and
conditions of any such Acquisition Proposal. In addition, from and after the
date hereof until the earlier of (i) the termination of this Agreement pursuant
to Article 7 and (ii) the Closing Date, S$3 will not and will instruct its
directors, officers, employees, Representatives, investment bankers, agents and
Affiliates not to, directly or indirectly, make or authorize any public
statement, recommendation or solicitation in support of any Acquisition Proposal
made by any Person other than VIA. For the purposes of this Agreement, the term
"Acquisition Proposal" shall mean any proposal or offer relating to any
transaction, regardless of form, relating to S3's Graphics Chip Business or the
Graphics Chip Business Assets, and the Excluded Licenses, other than
transactions which involve the acquisition of S3 as a whole or any other portion
of its business; provided, however, that nothing herein shall prohibit 53's
Board of Directors from taking and disclosing to S3 stockholders a position with
respect to any tender offer pursuant to Rules 14d-9 and 14e-2 promulgated under
the Exchange Act. Nothing herein shall prohibit VIA from seeking injunctive or
other equitable relief for any breach of this Section 5.5(b).

(c} In the event (i) S3 breaches the provisions of Section 5.5(b), or
(ii) S3, prior to the Closing Date, engages in transactions or conduct of the
type described in Section 5.5(b) which results in the termination of the Intel
License prior to the Closing Date and if, as a result of either (i) or (ii), the
transactions contemplated by this Agreement are not consummated in accordance
with this Agreement, S$3 shall, within 48 hours of VIA's demand, pay VIA a
break-up fee of $12 million which shall fully and completely compensate VIA for
costs and expenses incurred in connection with VIA's due diligence
investigation, the preparation of documents in connection with the transactions
contemplated by this Agreement and any other matters contemplated by this
Agreement. Except for injunctive or other equitable relief which VIA may seek to
enforce the provisions of Section 5.5(b), the break-up fee shall be VIA's sole
and exclusive remedy for any claims, losses or damages arising out of or
relating to a failure to consummate the transactions contemplated by this
Agreement for the reasons set forth in this Section 5.5(c).

5.6 Intel License.

(a) If JV is Enjoined from Utilizing the Intel License (as defined in
Section 5.6(h) below), because on or after the Closing Date S3 (i) engaged in
transactions or conduct effecting a "Merge" (sic) or "Change of Control"™ of S3
(as those terms are defined in Section 6 of the Intel License) (other than
entering into or consummating the transactions contemplated by this Agreement
and the JV Transaction Agreements), or (ii) affirmatively engaged in acts or
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conduct whether by commission or omission (other than entering into or
consummating the transactions contemplated by this Agreement and the JV
Transaction Agreements or entering into a settlement agreement with Intel), then
the following liquidated damages shall apply to compensate JV and VIA for any
and all losses they may suffer as a result thereof, subject to the Maximum
Damage Cap set forth in Article 9 below, and such liquidated damages shall be
VIA's and JV's sole and exclusive remedy against S3 for any and all damages and
claims relating to the matters set forth in this Section 5.6 (a). S3 shall be
entitled to first setoff any amount owing to JV or VIA under this Section
against any amounts due S3 pursuant to Section 8.3 or 8.4 and such
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amount shall be credited against such payment otherwise due by S3 or any royalty
payments made by S3 pursuant to Section 5.6 (e).

(1) If JV is Enjoined from Utilizing the Intel License Agreement
commencing during the first 5 years following the Closing Date, then
following the conclusion of said period, for each day of such 365 day
period that occurred during the 5-year period following the Closing
Date, 83 shall pay JV $191,780.82, within 30 days of written demand by
JV, as liquidated damages; and

(ii) If such 365 day period commences or ends during the sixth
year following the Closing Date, then following the conclusion of said
365 day period, for each day of such 365 day period that occurred during
the sixth year period following the Closing Date, 353 shall pay JV
$123,287.67, within 30 days of written demand by JV, as liquidated
damages.

(b) If during the first 5 years after the Closing Date (i)33 entered
into a settlement agreement with Intel such that JV can no longer operate under
the Intel License, then the following liquidated damages shall apply to
compensate JV and VIA for any and all losses they may suffer as a result
thereof, subject to the Maximum Damage Cap set forth in Article 9 below, and
such liquidated damages shall be VIA's and JV's sole and exclusive remedy
against 83 for any and all damages and claims relating to the matters set forth
in this Section 5.6 (b). S3 shall be entitled to first setoff any amount owing
to JV or VIA under this Section against any amounts due S3 pursuant to Section
8.3 or 8.4 and such amount shall be credited against such payment otherwise due
by 83 or any royalty payments made by S3 pursuant to Section 5.6 (e).

(1) If as a result of entering into a settlement agreement with
Intel, S3 loses the Intel License, then 53 shall pay JV $35 million
within 30 days after the date that S3 enters into such settlement
agreement, provided, that 53 may setoff against up to $35 million of
such payment, 50% of any damages or other payments that $3 is required
to pay to Intel as consideration for such settlement.

(1i) If S3 does not lose the Intel License as a result of
entering into a settlement agreement with Intel, then: (A) if such
settlement is a Settlement With Release (as defined below), $3 shall pay
JV $45 Million within 30 days after the date that S3 enters into such
settlement agreement, provided, however, S3 may setoff against up to $35
million of such payment 50% of any damages or other payments, after the
first $20 million of such damages or other payments that S3 is required
to pay to Intel as consideration for such settlement, or (B) if such
settlement is not a Settlement With Release, S3 shall pay JV $70 million
within 30 days after the date that S3 enters into such settlement.

For purposes hereof, a Settlement With Release means that a settlement by S$3
with Intel provides a release through the settlement date for all past
manufacture and/or distribution of JV's products (including the inventory
purchased from S3). For purposes of clauses (i) and (ii), JV's share of "damages
or other payments that S3 is required to pay to Intel as consideration for such
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settlement" shall only apply in a Settlement With Release, and in such instance
only to such damages or other payments related to the transactions contemplated
hereby (including the
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transfer of the Graphics Business Assets to JV), JV's products {(including the
inventory purchased from S$3), or any action or omission by JV, VIA or any
Affiliate thereof, and shall not include pre-payment of royalties for JVv
products after such date. Liquidated damages under this Section 5.6 (b) shall be
paid by S3 as of the later of 30 days after: (i) the date of S3's settlement
with Intel, or (ii) the fourth anniversary of the Closing.

(c) If JV is Enjoined from Utilizing the Intel License (as defined in
Section 5.6{(h) below) because of the acts or omissions of either or both of the
parties prior to, or associated with, entering into or consummating the
transactions contemplated by this Agreement and the JV Transaction Agreements
(the "Transaction—Related Acts or Omissions"), then the following liquidated
damages shall apply to compensate JV and VIA for any and all losses they may
suffer as a result thereof, subject to the Maximum Damage Cap set forth in
Article 9 below, and such liquidated damages shall be VIA's and JV's socle and
exclusive remedy against S3 for any and all damages and claims relating to the
matters set forth in this Section 5.6(c):

(1) If such 365 day period commences or ends during the first 5
years following the Closing Date, then following the conclusion of said
365 day period, for each day of such 365 day period that occurred during
the 5 year period following the Closing Date, S$3 shall pay JVv $95,895.41
within 30 days of written demand by JV, as liquidated damages; and

(ii) No ligquidated damages will be due under this Section 5.6(c)
with respect to days outside the five (5) year period that commences on
the Closing Date.

(d) Notwithstanding anything to the contrary herein, in no event shall
VIA or JV be entitled to any damages (liquidated or otherwise) as set forth in
this Section 5.6 if, on or after the Closing Date or prior to the effective date
of any act or omission which would otherwise give rise to 83's liability
pursuant to Section 5.6(a), (b) or {(c), the Intel License terminates or ceases
to cover the manufacture, sale or use by JV as a Subsidiary of $3 or otherwise
of any products in the Graphics Chip Business, or (ii) JV is Enjoined from
Utilizing the Intel License, due, in either (i) or (ii) to an act or omission by
JV or VIA (other than the Transaction-Related Acts or Omissions that are subject
to Section 5.6{(c) above, provided that such Transacticon-Related Acts or
Omissions are undertaken in good faith).

(e} If, on or after the Closing Date, S3 engages in transactions or
other affirmative conduct which causes the Intel License to become royalty
bearing pursuant to Section 6.7 of the Intel License, then the Parties agree (i)
to allocate the Revenue Cap (as defined in the Intel License) equally between S3
and JV and (ii) that S3 shall be responsible for the payment of royalties due
under the Intel License on account of the operations of the Graphics Chip
Business conducted by JV after the Closing until such time as the maximum amount
available under the Maximum Damage Cap set forth in Article 9 is exhausted and
JV shall be responsible thereafter and shall pay S3 in cash for the royalties
related to the operations of the Graphics Chip Business by JV prior to the due
date to Intel. S3 may setoff any royalty amounts owed on account of the Graphics
Chip Business, pursuant to this Section 5.6(e), against amounts owed to S3 by JV
or VIA under the Guaranty or Sections 8.3 or 8.4 hereof. Notwithstanding the
foregoing, if S3's
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revenue from operations that is subject to the Revenue Cap is less than its 50%
allocation, then S3 shall reallocate any unused portion to JV.

(£) JV hereby agrees in writing to be subject to the terms, conditions
and obligations of the Intel License, to the extent necessary to derive any
benefits therefrom.

(g) 83, VIA oxr JV, as the case may be, shall, at its sole cost and
expense use commercially reasonable efforts to defend any claim or cause of
action for damages, rescission or other legal or equitable relief brought
against it arising from or relating to the transactions contemplated by this
Agreement or the Intel License which could impair JV's utilization thereof. Each
party shall provide the other parties notice of any such claim or cause of
action within 5 business days after the disclosing party's receipt of notice
thereof. S$3 shall consult with JV and VIA concerning the joint defense of such
claim or action, all subject to the terms of a mutually agreeable joint defense
and confidentiality agreement to be agreed upon by S$3, VIA and JV. After making
a payment under Section 5.6(a), 5.6(b) or 5.6(c), S3 will have no further
liability or obligation under this Section 5.6.

(h) "Enjoined from Utilizing the Intel License" shall mean that: (i) a
court has entered an order holding, or S3 has entered into a written agreement
with Intel agreeing that, the Intel License does not cover the manufacture, sale
or use by JV as a subsidiary of 83 or otherwise, of any products in the Graphics
Chip Business or (ii) a court has, at the request of Intel, entered an order
enjoining the sale by JV of such products including without limitation any
importation bans thereon, provided, that if S3 appeals such order described in
(1) or (ii) of this Section 5.6(h), JV shall only be deemed to have been
"Enjoined from Utilizing the Intel License" if such order is maintained for a
contiguous 365 day period beginning after the Closing Date, or if the order is
stayed or dropped and within 30 days thereafter the order is reinstated, then if
the old and new orders are maintained for a cumulative period of 365 days
excluding the intervening period, then the "Enjoined from Utilizing the Intel
License" event shall be deemed to be effective for purposes of determining $3's
payment obligations hereunder on the last day of such 365 day period.

(i) In no event shall S3 be required to make more than 1 payment
pursuant to Section 5.6(a), 5.6(b) or 5.6(c), whether JV is Enjoined from
Utilizing the Intel License more than once during the 5 year period referenced
therein or otherwise, nor shall S3 after making a single payment under any of
Section 5.6(a), 5.6(b) or 5.6(c) be required to make any further payments under
any of Section 5.6(a), 5.6(b) or 5.6(c) under any circumstances; if S3 makes a
payment under any clause of Section 5.6(b), it cannot be required to make any
payment under any other clause of that Section. Any payment due under Section
5.6(a), 5.6(b) or 5.6(c) shall be net of any royalty payments made by S$3 (except
those paid to S3 by JV) under Section 5.6(e).

(j) Except as set forth in this Section 5.6, $3 and its Affiliates shall
use commercially reasonable efforts to maintain and keep in full force and
effect the Excluded Licenses and to secure for the benefit of JV all such
Licenses to the extent permitted therein, and shall not Transfer any of the
Excluded Licenses other than in connection with a merger or consolidation of $3
or the sale of all or substantially all of its assets, as a whole, or a sale of
any division or line of business of S3.

-2 9
<PAGE> 35

5.7 Filings. The Parties shall use their respective best efforts to
promptly take all such action as may be necessary under United States federal,
state and other laws applicable to or necessary for the consummation of the
transactions contemplated hereby, and will file and, if appropriate, use their
best efforts to have declared effective or approved all documents and
notifications with all governmental or regulatory authorities that it deems
necessary or appropriate for the consummation of the transactions contemplated
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hereby, including all filings necessary under the HSR Act and the Exxon-Florio
Amendment to Section 721 of the Defense Production Act of 1950. If either Party
fails to file any necessary amendments to its current HSR application that are
necessary to reflect this Agreement on or before a date two weeks after the date
of this Agreement, then such defaulting Party shall promptly pay on demand $5
million to the other Party.

5.8 Expenses. Except as otherwise provided herein, all costs and
expenses incurred in connection with this Agreement and the transactions
contemplated hereby (including fees and disbursements of financial advisors,
accountants and attorneys) shall be paid (i) by S83, if such costs or expenses
are incurred by or on behalf of 33 (and such costs and expenses shall not be
considered Assumed Liabilities if incurred by S$3), and (ii) by VIA, if such
costs or expenses are incurred by or on behalf of VIA.

5.9 Stamp Taxes, Duties, etc. All sales, transfer, filing, recordation
and similar taxes and fees (including all real estate transfer taxes and
conveyance and recording fees, if any), and all stamp taxes, registration taxes,
duties or other similar charges arising from or associated with the transactions
contemplated hereby shall be borne by JV. The parties agree to reasonably
cooperate with each other in good faith to minimize any such taxes or fees.

5.10 Required Notices. At all times prior to the Closing Date, 83 and
VIA shall promptly, upon obtaining knowledge thereof, give written notice to
each other of (i) any facts or circumstances or the occurrence of any event or
the failure of any event to occur, which will, or could reasonably be expected
to, result in (x) a Material Adverse Effect, (y) a material adverse effect on
such person’'s or any of its Affiliates' ability to consummate the transactions
contemplated hereby or to satisfy its obligations hereunder, or (z) a material
breach of any representation or warranty made by such person or any of its
Affiliates in this Agreement, (ii) any failure by such person or any of its
Affiliates to comply in all material respects with any covenant, condition or
agreement contained in this Agreement, (iii) any material complaints,
investigations, proceedings or hearings of any Governmental Authority or agency
with respect to this Agreement, S3, the Contributed Assets or the transactions
contemplated hereby, and (iv) any institution or threat of institution of any
litigation or similar action with respect to this Agreement, $3, the Contributed
Assets or the consummation of the transactions contemplated hereby.

5.11 Insurance. S3 shall keep all insurance policies currently insuring
the Contributed Assets or substantially equivalent insurance policies in full
force and effect up to the Closing Date and S$3 shall pay all premiums in respect
thereto covering all periods up to and including the Closing Date. S$S3 shall
assign to JV all its assignable rights and claims under all insurance policies
of 83. To the extent that any claim that S3 has or may have pursuant to such
insurance policies is not assignable, JV and S3 shall cooperate to pursue such
claim and all amounts recovered by S3 pursuant to such policies shall
immediately be paid to JV. '
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5.12 Employee Matters. From and after the Closing Date, JV shall provide
Transferred Employees comparable employment at the same base compensation rate
and with generally similar responsibilities as applicable to such Transferred
Employees immediately prior to the Closing Date. JV shall establish employment
policies and procedures substantially similar to those in effect at S3 as of the
date of this Agreement and shall establish substantially similar welfare benefit
plans for such employees.

5.13 Option Obligations. If, after the Closing Date, a Transferred
Employee exercises a stock option to purchase S3 common stock, then, within 5
business days of such exercise, JV shall pay S3 the difference between the
exercise price of such stock option held by the Transferred Employee and a price
per share equal to the lowest closing price for S$3 common stock on the Nasdag
National Market during the 5 business days preceding the date of this Agreement.
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5.14 Historically Audited Financial Statements of Graphics Chip
Business. On or before a date which is 90 days from the Closing Date, S$3 shall,
at its sole cost and expense, deliver to JV audited financial statements of the
Graphics Chip Business as conducted by S3 for its last three fiscal years, along
with the unqualified audit report of Ernst & Young LLP thereon.

5.15 Monthly Financial Statements. Within 15 days following each month
end between the date of this Agreement and the Closing Date, S3 shall prepare
and deliver to VIA unaudited financial statements of the Graphics Chip Business
as of the month then ended.

5.16 Closing Balance Sheet. S3 shall prepare and deliver a Closing
Balance Sheet to JV within 14 days after the Closing Date, prepared in
accordance with GAAP applied on a consistent basis, reflecting only the Graphics
Chip Business Assets and the Assumed Liabilities and Additional Capital Assets
(1f any) .

5.17 Intentionally Deleted.
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5.18 Updated S3 Schedules. S3 shall prepare and deliver to VIA updated
Schedules under this Agreement 4 business days prior to the Closing Date (the
"Updated S3 Schedules") and shall cooperate with the Outside Auditor in taking a
physical inventory on or before the Closing Date.

5.18 Retention Plan. VIA shall adopt and implement a retention plan
applicable to Transferred Employees only and shall be responsible for the costs
of such plan; provided, that if the Closing does not occur solely as a result of
action or inaction by $3, then S3 shall promptly reimburse VIA for all such
costs up to a maximum amount of $8,000,000. .

5.20 Rights Agreement. The S3 Rights Agreement dated as of May 14, 1997
between the First National Bank of Boston and S3 (the "Rights Agreement") shall
be amended if VIA at any time after the Closing ceases to hold S3 stock
representing at least 15% of all voting interests in S3 to delete the effect of
the amendment referenced in the next sentence. On or before the Closing, the
Board of Directors of S3 shall take, or cause to be taken, all requisite
corporate action to insure that VIA shall not, by virtue of its acquisition of
shares of $3 at the Closing pursuant to the Warrant, become an "Acquiring
Person" as defined in $3's Rights Agreement, dated as of May 14, 1997, between
S3 and The First National Bank of Boston (the "Rights Agreement™), and that no
"Distribution Date" as defined in such agreement, shall occur, or be deemed to
have occurred, by virtue of the foregoing acquisition of shares by VIA.

5.21 Investor Rights Agreement. The Amended and Restated Investor Rights
Agreement, dated February 18, 2000, between S3 and VIA shall be further amended
and restated to include the shares of 83 Common Stock purchased by VIA upon
exercise of the S3 Warrant.

5.22 Additional Capital Assets. Schedule 5.21 sets forth a list of
capital assets with respect to which 83 has placed an order to purchase but has
not yet received delivery. Schedule 5.21 shall be amended prior to the Closing
Date to add any other assets whose purchase is approved by VIA pursuant to
Section 5.4(m). On or before the Closing Date, VIA will designate those assets
listed on Schedule 5.21, which shall become additional Contributed Assets
("Additional Capital Assets"). S3 shall retain any such assets which VIA has not
designated as Contributed Assets. If 53 has received delivery of an Additional
Capital Asset, the liability relating to that asset, if any, shall be assumed by
JV on the Closing Date as an Assumed Liability. If S3 has not received delivery
of an Additional Capital Asset, it shall transfer its rights and obligations
under the applicable contract or purchase order to JV at Closing.

5.23 Covenant Not to Sue. From and after the date of this Agreement
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until the earlier of either (a) termination of this Agreement by either party or
(b) January 30, 2001, S$3 will not, on behalf of itself, or in cooperation or
participation with any other person, firm, entity, corporation, institute, or
government agency, file, refile, or in any manner participate in or prosecute
any claim, charge, grievance, complaint, or action of any sort against any party
to the Release before any local, state or federal court, arbitrator,
administrative agency, board or tribunal concerning any matter arising out of or
in connection with the failure to close the transactions contemplated by the
Investment Agreement, dated as of April 10, 2000, between VIA and $S3, and the
exhibits and schedules thereto, including without limitation the application
submitted by VIA to the government of Taiwan in connection with said Investment
Agreement and VIA's failure to obtain the Taiwanese government's approval of
such application.
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5.24 Insurance. S3 will file and diligently prosecute claims for loss of
Contributed Assets due to fire, theft or other casualty covered by insurance
maintained by S3.

ARTICLE 6.
CONDITIONS TO CLOSING

6.1 Conditions to the Obligations of VIA. The obligations of VIA under
this Agreement shall be subject to the satisfaction at or prior to the Closing
of each of the following conditions, unless waived as provided in Section 10.1:

(a) Representations, Warranties and Agreements. All representations and
warranties made herein by 83 shall be true and correct in all respects on the
date hereof and (except as contemplated hereby) at and as of the Closing Date
with the same effect as though made at and as of such date, except to the extent
due to the acts or failure to act by VIA (without the concurrence of $3)
pursuant to the Management Agreement, and S3 shall have performed in all
respects all covenants and agreements required by this Agreement and the other
JV Transaction Agreements to be performed by it at or prior to the Closing Date
except for such changes in the representations and warranties, and failure of
performance, that individually or in the aggregate do not have a Material
Adverse Effect on the Graphics Chip Assets, as of the Closing Date. VIA shall
have receilved from S3 certificates, dated the Closing Date and signed by
authorized officers of S3, to the foregoing effect.

(b} Authorizations, Approvals and Consents. The mandatory waiting period
under the HSR Act (including any extension thereof) shall have expired, the
approval of VIA's Board of Directors and S3's Board of Directors shall have been
received, and the authorizations, approvals, consents and other items required
in connection with the execution and delivery of this Agreement and the other Jv
Transaction Agreements or the consummation of the transactions contemplated
hereby or thereby shall have been obtained.

(c) No Injuncticn, etc. Consummation of the transactions contemplated
hereby shall not have been restrained, enjoined or otherwise prohibited by any
Applicable Law, including any order, injunction, degree or judgment of any
Governmental Authority. No Governmental Authority shall have determined any
Applicable Law to make illegal the consummation of the transactions contemplated
hereby or by the other JV Transaction Agreements.

(d) Execution of JV Transaction Agreements. The JV Transaction
Agreements shall have been executed and delivered by all Parties thereto (other
than VIA) and shall be in full force and effect.

(e) Opinion of Counsel to S3. VIA shall have received an opinion or

opinions, dated as of the Closing Date, from counsel to S3 substantially in the
form attached hereto as Exhibit 13.
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(f) Updated S3 Schedules. VIA shall have received the Updated S3
Schedules and the changes reflected therein from the original S$3 Schedules
delivered upon the signing of this Agreement shall not constitute a Material
Adverse Effect.
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6.2 Conditions to the Obligations of S3. The obligations of $3 under
this Agreement shall be subject to the satisfaction at or prior to the Closing
of each of the following conditions, unless waived as provided in Section 10.1:

(a) Representations, Warranties and Agreements. All representations and
warranties made herein by VIA shall be true and correct in all respects on the
date hereof and {(except as contemplated hereby) at and as of the Closing Date,
with the same effect as though made at and as of such date, and VIA shall have
performed in all respects all covenants and agreements required by this
Agreement and the other JV Transaction Agreements to be performed by it at or
prior to the Closing Date. S3 shall have received from VIA certificates, dated
the Closing Date and signed by authorized officers of S$3, to the foregoing
effect. 83 shall have received from VIA certificates, dated the Closing Date and
signed by authorized officers of S$3 to the effect all representations and
warranties made herein by VIA shall be true and correct in all material respects
on the Closing Date.

(b) Authorization, Approvals and Consents. The mandatory waiting period
under the HSR Act (including any extensions thereof) shall have expired, the
approval of S3's Board of Directors shall have been received and the
authorizations, approvals, consents and other items required in connection with
the execution and delivery of this Agreement and the other JV Transaction
Agreements or the consummation of the transactions contemplated hereby or
thereby shall have been obtained.

(c) No Injunction, etc. Consummation of the transactions contemplated
hereby shall not have been restrained, enjoined or otherwise prohibited by any
Applicable Law, including any order, injunction, degree or judgment of any
Governmental Authority. No Governmental Authority shall have determined any
Applicable Law to make illegal the consummation of the transactions contemplated
hereby or by the other JV Transaction Agreements.

(d) Execution of JV Transaction Agreements. The JV Transaction
Agreements shall have been executed and delivered by all Parties thereto (other
than 53} and shall be in full force and effect.

ARTICLE 7.

TERMINATION

7.1 Bases for Termination. This Agreement may be terminated at any time
prior to the Closing:

(a) by mutual written consent of $3 and VIA;

(b) by either 83 or VIA, if the Closing shall not have occurred by the
Scheduled Clesing Date or such later date as S3 and VIA shall agree in writing,
otherwise than on account of a breach of this Agreement by the terminating
Party;

(c) by VIA, if there has been a material breach of any representation,

warranty, covenant or agreement on the part of S3 giving rise to or resulting in
a Material Adverse Effect;
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(d) by either S3 or VIA, if a Governmental Authority (other than the
government of Taiwan or any agency or committee or subdivision thereof) shall
have issued an order, decree or ruling or taken any other action, in any case
having the effect of permanently restraining, enjoining or otherwise prohibiting
the Closing or any of the transactions contemplated hereby or by the JV
Transaction Agreements, which order, decree or ruling is final and
non-appealable;

(e) by either 'S3 or VIA, if S3 is required to pay a break-up fee
pursuant to Section 5.5(c).

7.2 Effect of Termination. Any termination of this Agreement under
Article 7 will be effective immediately upon the delivery of written notice of
the terminating Party to the other parties hereto. Upon any termination of this
Agreement by either S3 or VIA as provided in Section 7.1, this Agreement shall
forthwith become null and void ab initio and there shall be no liability or
obligation on the part of S3 or VIA or their respective Affiliates, officers,
directors or employees and except that the provisions of Section 5.2, 5.3,
5.5(c), 5.8, 5.9 and 7.2 shall survive any termination of this Agreement.

7.3 Failure to Close; Escrow. If the Closing shall not have occurred by
January 3, 2001, and if the failure to close is due sclely as a result of action
taken or inaction by 83, where, but for such action or inaction, the Closing
would have occurred, then 83 shall pay VIA $20,000,000. Such amount shall be
paid on the termination of this Agreement. If the Closing shall not have
occurred by the Scheduled Closing Date, and if the failure to close is not
solely due to action or inaction taken by S$3, VIA shall immediately pay S3
either $60,000,000 in cash or 6,000,000 shares of S3 common stock or any linear
combination thereof. As security for such payment, concurrent with the execution
of this Agreement, VIA shall execute the Escrow Agreement and shall deliver to
S3 or its agent for deposit into escrow $60,000,000 in cash or 6,000,000 shares
of S3 common stock or any linear combination thereof {(the "Escrow Assets"). The
payment provided by Section 5.7 and the payments provided in this Section 7.3
shall constitute the sole and exclusive remedy of any Party for damages
resulting from the failure to timely file a HSR application under Section 5.7
and the failure to close under this Section 7.3.

ARTICLE 8.
INDEMNIFICATION, CONTRIBUTION AND SURVIVAL

8.1 Survival of Representations and Warranties. The representations and
warranties of S3 and VIA set forth in this Agreement or in any certificate
delivered by either of them pursuant to this Agreement, except those set forth
in Sections 3.6 and 3.19 which shall survive for the appropriate statute of
limitations, shall survive the Closing Date and the consummation of the
transactions contemplated hereby for a period of 1 year after the Closing Date
and will then and thereupon terminate. No claim shall be made by any Person by
virtue of or arising out of or resulting from or relating to the breach of any
such representation or warranty unless written notice of such claim shall have
been given on or prior to the date on which such representation or warranty
shall expire, in which event each such representation and warranty shall, solely
with respect to such claim and all other claims arising out of the same specific
facts or circumstances, survive until such claims are resolved and all
obligations with respect thereto are satisfied. All covenants and agreements of
the Parties herein shall survive the Closing without any limitation.
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The Parties agree that any amounts owing by S3 on account of, or as a result of,
a breach of any of its representations or warranties shall be first setoff
against amounts owed by JV under this Agreement, or by VIA under the Guaranty,
VIA agrees that such setoff by S3 against amounts owed by JV and VIA shall

Page 34 of 39



http://edgar.sec.gov/Archives/edgar/data/850519/000095014901000068/f68612ex2-1 .txt

satisfy any obligation owing by S3 to JV or VIA as a result of such breach.

8.2 Indemnification by S$3. S3 hereby agrees to indemnify and hold
harmless VIA and JV (and each of their respective directors, officers and
Affiliates and their respective successors and permitted assigns) from and
against any and all losses, obligations, deficiencies, liabilities, claims,
damages, costs and expenses (including without limitation the amount of any
settlement of any claim subject of this indemnification and all reasonable legal
and other expenses incurred in connection with the investigation, prosecution or
defense of any matter indemnified pursuant hereto) (collectively, "Damages")
which any such indemnified Party may sustain, suffer or incur directly or
indirectly and which result from, arise out of, are caused by or relate to (a)
the breach by S3 of any representation, warranty, covenant or agreement made by
it in this Agreement or in any agreement or instrument executed and delivered by
it pursuant hereto (b) any liability, whether absolute or contingent, arising
out of or related to the ownership or to the operation of the Graphics Chip
Business prior to the Closing Date and not included in the Assumed Liabilities
or (c) any liability arising under the Warner Act as it may apply to the
transactions contemplated by this Agreement and the JV Transaction Agreements
and 83's termination of any of its employees; provided, however that any breach
or liability arising from acts or failure to act by VIA pursuant to the
Management Agreement, and any liability arising from the termination of
employment of any Transferred Employee subsequent to the Closing, is not subject
to this clause (c).

8.3 Indemnification by VIA. VIA hereby agrees to indemnify and hold
harmless S$3 and JV (and each of their respective directors, officers and
Affiliates and their respective successors and permitted assigns) from and
against any and all Damages which any such indemnified Party may sustain, suffer
or incur directly or indirectly and which result from any breach by VIA of any
representation, warranty, covenant or agreement made by it in this Agreement or
in any agreement or instrument executed and delivered by it pursuant hereto and
any failure by JV to pay, when due, any of the Assumed Liabilities.

8.4 Indemnification by JV. JV hereby agrees to indemnify and hold
harmless S$3 and VIA (and each of their respective directors, officers and
Affiliates and their respective successors and permitted assigns) from and
against any and all Damages which any such indemnified Party may sustain, suffer
or incur directly or indirectly and which result from any breach by JV of any
representation, warranty, covenant or agreement made by it in this Agreement or
in any agreement or instrument executed and delivered by JV pursuant hereto,
including, without limitation, any failure by JV to pay, when due, any of the
Assumed Liabilities.

8.5 Claims. Any claim for indemnity under Section 8.2, 8.3 or 8.4 hereof
shall be made by written notice from the indemnified Party to the indemnifying
Party specifying in reasonable detail the basis of the claim. When an
indemnified Party seeking indemnification under Section 8.2, 8.3 or 8.4 receives
notice of any Third Party Claims which is to be the basis for a claim for
indemnification hereunder, the indemnified Party shall give written notice
within a reasonable period thereof to the indemnifying Party reasonably
indicating (to the extent
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known) the nature of such claims and the basis thereof. Any failure by the
indemnified Party to provide such notice shall not affect the indemnifying
Party's obligations hereunder, except to the extent of any material liability
caused by such delay. Upon notice from the indemnified Party, the indemnifying
Party may, but shall not be required to, assume the defense of any such Third
Party Claim, including its compromise or settlement, and the indemnifying Party
shall pay all reasonable costs and expenses thereof and shall be fully
responsible for the outcome thereof; provided, however, that the indemnifying
Party may not settle or compromise any Third Party Claim without the indemnified
Party's prior written consent (which consent shall not be unreasonably
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withheld). The indemnifying Party shall give written notice to the indemnified
Party as to its intention to assume the defense of any such Third Party Claim
within ten (10) business days after the date of receipt of the indemnified
Party's notice in respect of such Third Party Claim. If an indemnifying Party
does not, within ten (10) business days after the indemnified Party's notice is
given, give written notice to the indemnified Party of its assumption of the
defense of the Third Party Claim, the indemnifying Party shall be deemed to have
waived its rights to control the defense thereof. If the indemnified Party
assumes the defense of any Third Party Claim because of the failure of the
indemnifying Party to do so in accordance with this Section 8.5, the
indemnifying Party shall pay all reasonable costs and expenses of such defense
and shall be fully responsible for the outcome thereof. The indemnifying Party
shall have no liability with respect to any compromise or settlement thereof
effected without its prior written consent (which consent shall not be
unreasonably withheld).

8.6 Limitation of Liabilities. Neither $3, nor JV nor VIA shall be
obligated to provide indemnification under Sections 8.2, 8.3 or 8.4,
respectively, unless the aggregate amount of all claims for which any Party is
liable under Section 8.2, 8.3 or 8.4, respectively, exceeds $500,000, in which
case such Party shall be liable for all such amounts. Further, the Parties agree
that the aggregate maximum liability of S3 or VIA, as the case may be, from or
on account of a breach of representations and warranties or on an account of any
indemnification obligations arising under Sections 8.2 (excepting 8.2 (b) and
8.2(c)), 8.3 and 8.4 shall be capped at $30 million, provided, however, that
such cap shall not apply to any liability arising from any failure by VIA or JV
to discharge or pay the Assumed Liabilities, when due. Notwithstanding anything
to the contrary herein, such limit shall not apply to, and be exclusive of, VIA
or JV's obligations to S3 pursuant to Section 5.13(a) hereof. In the case of 383,
any obligation arising under Sections 5.6(a) through (c), 5.6(e) and 8.2 shall
first be satisfied through setoff against amounts owed by JV or VIA to S3 under
Section 8.3 or 8.4 hereof. In the case of VIA or JV, any obligation under
Section 8.3 or 8.4 hereof, as the case may be, shall first be satisfied through
setoff against amounts owed to JV or VIA by S3 under Sections 5.6{(a) through
(c), 5.6(e) and Section 8.2.

ARTICLE 9.
MAXIMUM DAMAGES CAP

The Parties agree that the total liability of S3 on the one hand
(including its aggregate payment obligations under Sections 2.5, 5.6, 5.8,
5.13(b), and Article 8) and JV and VIA, on the other hand, on account of any
breach of this Agreement or of the JV Transaction Agreements, of whatever kind
or nature and for whatever reason, shall be limited to a maximum amount of $70
million; provided, however, that with respect to VIA's and JV's liability to S3
such limit
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shall not apply to, and shall be exclusive of, (i) any amounts owed under
Sections 2.2(c) and (d) of this Agreement or the Guaranty, or (ii) any amounts
owed or liability incurred by JV to S3 pursuant to Section 5.13 of this
Agreement, or (iii) any amounts payable by JV under Section 5.6(e), or (iv) any
amounts owed by VIA or JV to S3 under Section 8.3 or 8.4 or otherwise as a
consequence of JV's or VIA's failure to pay or discharge the Assumed
Liabilities, when due. The Parties further agree that S3's obligation to pay
certain royalties, pursuant to Section 5.6(e), shall be limited to and capped at
an amount equal to the difference between $70 million less (i) any amounts
theretofore set off by S3 against the amounts owing by JV to S3 under this
Agreement, pursuant to the terms of this Agreement, and (ii) any amounts
theretofore paid in cash by S3 to JV or VIA pursuant to Sections 5.6(a) through
(c); provided, however, that there shall not be any duplication for such setoffs
and any such payment made directly by S$3 to JV or VIA. None of the Parties'
obligations under Section 5.7 or 7.3 shall be subject to this Article 9.
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ARTICLE 10.
MISCELLANEOUS

10.1 Amendments and Waivers. This Agreement may be amended or modified
in whole or in part at any time prior to the Closing by an instrument in writing
executed by each of the Parties in the same manner as this Agreement. In
addition, any Party may, at its option, by an instrument in writing executed in
the same manner as this Agreement, waive or extend the time for the fulfillment
of any or all of the conditions herein contained to which its obligations
hereunder are subject. No failure by any Party to take any action with respect
to a breach of this Agreement or a default by another Party shall constitute a
waiver of the former Party's right to enforce any provision of this Agreement or
to take action with respect to such breach or default or any subsequent breach
or default. Waiver by any Party of any breach or failure to comply with any
provision of this Agreement by another Party shall not be construed as, or
constitute, a continuing waiver of such provisions, or a waiver of any other
breach of or failure to comply with any other provisions of this Agreement.

10.2 Notices. All notices, requests, consents, demands, instructions,
approvals and other communications hereunder shall be delivered to all parties
hereto, shall be in writing and shall be validly given, made or served, if
delivered personally or sent by mail, recognized courier service, telex or
telefax (confirmed by mail or recognized courier service in the case of
telefaxes), and shall be deemed effective when actually received, as follows {(or
as designated in writing by any Party from time to time):

If to S3, to:

$3 Incorporated

2841 Mission College Blvd.
Santa Clara, California 95054
Attention: President

Fax: (408) 588-8050
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With copies to:

Pillsbury Madison & Sutro LLP

2550 Hanover Street

Palo Alto, California 94304
Attention: Jorge A. Del Calveo, Esqg.
Fax: (650) 233-4545

If to VIA, to:

VIA Technologies, Inc.

8F, No. 553 Chung-Cheng Road
Hsing-Tien, Taipei

Taiwan

Attention: President
Telecopier: 886-2-2218-7970

With copies to:

Heller Ehrman White & McAuliffe LLP
525 University Avenue

Palo Alto, California 94301~-19%00
Attention: Sarah A. O'Dowd, Esqg.
Fax: (415) 324-0638

If to JVv, to:
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Jv

2841 Mission College Blvd.
Santa Clara, California 95054
Attention: President

Fax: (408) 588-8050

With copies to:

Heller Ehrman White & McAuliffe LLP
525 University Avenue

Palo Alto, California 94301-1900
Attention: Sarah A. O'Dowd, Esq.
Fax: (415) 324-0638

10.3 Assignment. Except as otherwise expressly provided herein, none of
the Parties shall assign this Agreement or any rights, benefits or obligations
hereunder without the prior written consent of the other Parties. Any attempt to
80 assign or delegate any of the foregoing without such consent shall be void.

10.4 Governing Law. This Agreement shall be governed by and construed in
accordance with the internal laws of the State of Delaware. For purposes of any
action or proceeding
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involving this Agreement, JV hereby expressly submits to the jurisdiction of all
federal and state courts located in the State of California and consents to be
served with any process or paper by registered mail or by personal service
within or without the State of California.

10.5 sSection and Other Headings. Headings of the articles, sections and
subsections of this Agreement are inserted for convenience only and shall not be
deemed to constitute a part hereof.

10.6 Counterparts. This Agreement may be executed in any number of
counterparts, all of which taken together shall constitute one and the same
instrument, and each fully executed counterpart shall be deemed an original.

10.7 Entire Agreement. This Agreement (including the Schedules hereto)
and the other JV Transaction Agreements constitute the entire and only agreement
between the Parties relating to the subject matter hereof. Any and all prior
arrangements, representations, promises, understandings and conditions in
connection with said matter and any representations, promises or conditions not
expressly incorporated herein or expressly made a part hereof shall not be
binding upon any Party.

10.8 Severability. In the event that any one or more of the provisions
contained in this Agreement or in any other instrument referred to herein,
shall, for any reason, be held to be invalid, illegal or unenforceable, such
illegality, invalidity or unenforceability shall not affect any other provisions
of this Agreement.

10.9 Benefits Only to Parties. Other than as set forth in Article 8
hereof, nothing expressed by or mentioned in this Agreement is intended or shall
be construed to give any Person other than the Parties and JV and their
respective successors or assigns any legal or equitable right, remedy or claim
under or in respect of this Agreement or any provision herein contained, this
Agreement and all conditions and provisions hereof being intended to be and
being for the sole and exclusive benefit of the Parties and JV and their
respective successors and assigns and for the benefit of no other Person.

~40-
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IN WITNESS WHEREOF, each of the Parties has caused this Agreement to be
duly executed on its behalf by one of its officers thereunto duly authorized,
all as of the date and year first above written.

S3 Incorporated

By: /s/ Ken Potashner

Name: Ken Potashner
Title: Chief Executive Officer

VIA Technologies, Inc.

By: /s/ Wen-Chi Chen

Name: Wen~Chi Chen
Title: President and Chief Executive
Officer

JV
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202.408.4093
tom.jarvis@finnegan.com
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May 28, 2010 ;

VIA HAND DELIVERY A7137

The Honorable Marilyn Abbott
Secretary

U.S. International Trade Commission
500 E Street, S W.

Washington, D.C. 20436

Office of the
Secrefary
Int'l Trade Commission

Re: Certain Electronic Devices with Image Processing Systems,
Components Thereof, and Associated Sofiware

Dear Secretary Abbott:

Enclosed for filing on behalf of Complainants S3 Graphics Co., Ltd., and S3 Graphics,
Inc. (collectively “S3G” or “Complainants”) are the following documents in support of S3G’s
request that the Commission commence an investigation pursuant to Section 337 of the Tariff
Act of 1930, as amended. A separate request for confidential treatment of Confidential Exhibits
Nos. 19C-34C, is included with this filing.

Accordingly, S3G submits the following documents for filing:

1. An original and twelve (12) copies of the verified Complaint and an
original and six (6) copies of the accompanying exhibits, with the
Confidential Exhibits segregated from the other material submitted
(original and (1) copy unbound, without tabs (Rules 201.6(c),
210.4(H(3)(1), and 210.8(a));

2. One (1) additional copy of both the Complaint and accompanying non-
confidential exhibits for service upon the proposed respondent. (Rules
210.4 (H)(3)(1), 210.8(a), and 210.11(a));

3. One (1) additional copy of the Confidential Exhibits;

4, Certified copies of United States Letters Patent Nos. 7,043,087 (“the 087
patent”), 6,775,417 (“the *417 patent”), and 6,683,978 (“the 978 patent”),
included as Exhibits 1-3 in the original Complaint, copies thereof included
as Exhibits 1-3 in all copies of the Complaint, and copies of United States



The Honorable Marilyn Abbott
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Letters Patent 6,658,146 (“the *146 patent), included as Exhibit 4
(collectively the “Asserted Patents™), (S3G has not yet obtained a certified
copy of the *146 patent, but will supplement this filing with a certified
copy of the *146 patent and copies thereof upon receipt);

5. Certified copies of the assignments involving the 087, °417, 978, and
’146 patents, are included as Exhibit 5 in the original Complaint, and
copies thereof included as Exhibit 5 in all copies of the Complaint;

6. Certified copies and three (3) copies thereof of the prosecution histories of
each of the 087, °417, and *978 patents, included as Appendices A-C
(Rule 210.12(c)(1)) and a copy of the prosecution history of the *146
patent as Appendix D (S3G has not yet obtained a certified copy of the
prosecution history for the *146 patent, but will supplement this filing with
a certified copy of the prosecution history of the 146 patent upon receipt),

7. Four (4) copies of each reference document mentioned in the prosecution
histories of the applications leading to the issuance of the Asserted Patents
included as Appendices E-H (Rule 210.12(c)(2));

8. Physical samples of products-in-issue included as Physical Exhibits 1-7C;

9. A letter and certification pursuant to Commission Rules 201.6(b) and
210.5(d) requesting confidential treatment of confidential Exhibits Nos.
19C-34C and 7C.

Thank you for your attention to this matter.

Respectfully submitted,

WY

\JLhodas L. Jarvis

Enclosures

FINNEGAN, HENDERSON, FARABOW, GARRETT & DUNNER, LLP
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THomas L. JARVIS

202.408.4093
tom.jarvis@finnegan.com

May 28,2010

VIA HAND DELIVERY

The Honorable Marilyn Abbott
Secretary

U.S. International Trade Commission
500 E Street, S.W.

Washington, D.C. 20436

Re: Certain Electronic Devices with Image Processing Systems,
Components Thereof, and Associated Software

Dear Secretary Abbott:

This firm représents Complainants S3 Graphics Co., Ltd., and S3 Graphics, Inc.
(collectively “S3G” or “Complainants™), who are concurrently filing a complaint pursuant to
Section 337 of the Tariff Act of 1930, as amended, 19 U.S.C. § 1337.

In accordance with Commission Rules 201.6,210.5, 19 C.F.R. §§ 201.6, and 210.5,
Complainants request confidential treatment of the confidential business information contained
in Confidential Exhibit Nos. 19C-34C and 7C.

The information for which confidential treatment is sought is proprietary commercial
information not otherwise publicly available. Specifically, Confidential Exhibits 19C-34C
contain proprietary commercial information concerning Complainants’ products, licensing of the
Asserted Patents, and investments in the domestic industry.

The information described above qualifies as confidential business information pursuant

to Rule 210.6(a) because:
1. it is not available to the public;
2. unauthorized disclosure of such information could cause substantial harm

to the competitive position of Complainants; and

3. the disclosure of which could impair the Commission’s ability to obtain
information necessary to perform its statutory function.
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Please contact me if you have any questions about this request, or if this request is not

granted in full.

We appreciate your assistance in this matter.

Enclosures

Washington, DC

Respectfully submitted,
/L 2

Thomas L. Jarvis

Subscribed and sworn to me this 28th day of May, 2010.

Notary Public

My commission expires: /)f%%kw 30/ Lotd

(SEAL)

FINNEGAN, HENDERSON, FARABOW, GARRETT & DUNNER, LLP



UNITED STATES INTERNATIONAL TRADE COMMISSION
WASHINGTON, D.C.

In the Matter of

CERTAIN ELECTRONIC DEVICES Investigation No. 337-TA-___
WITH IMAGE PROCESSING
SYSTEMS, COMPONENTS
THEREOF, AND ASSOCIATED
SOFTWARE

COMPLAINT OF S3 GRAPHICS CO., LTD. AND S3 GRAPHICS, INC.
UNDER SECTION 337 OF THE TARIFF ACT OF 1930, AS AMENDED

COMPLAINANT PROPOSED RESPONDENT

'S3 Graphics Co., Ltd. Apple Inc., a/k/a Apple Computer, Inc.
2" F1., Zephyr House 1 Infinite Loop

Mary St., P.O. Box 709 Cupertino, CA 95014

Grand Cayman Telephone: (408) 996-1010

Grand Cayman Islands

British West Indies

Telephone: (510) 683-3300

S3 Graphics, Inc.

1025 Mission Court
Fremont, CA 94539
Telephone: (510) 683-3300

Counsel for Complainant:

Thomas L. Jarvis

Thomas W. Winland

John R. Alison

Paul C. Goulet

John M. Williamson
FINNEGAN, HENDERSON, FARABOW,
GARRETT & DUNNER, LLP
901 New York Avenue, N.W.
Washington, D.C. 20001-4413
Telephone:  (202) 408-4000
Facsimile: (202) 408-4400



II.

II1.

IVv.

TABLE OF CONTENTS

INTRODUCTION ...ttt tssess sttt et eene s s snesen e 1
COMPLAINANTS ....ooococcomrrormsssseresssneeessmmoes s mneesesseeee s 2
PROPOSED RESPONDENT .......occoiimiritcettinren sttt essssee s se st snasnanna 4
THE TECHNOLOGY AND PRODUCTS AT ISSUE ....oooieeeeeereveecse e, 4
THE ASSERTED PATENTS AND NON-TECHNICAL DESCRIPTION OF
THE INVENTIONS.....ooiiiieieiinieineertnssee et assecsee e ssss st seete s st ste s s s sens s st seassnenn 6
A. Four Patents from a Single Original Application ..........cc.ocveveeeveveerrererereeereeennn. 6
B. U.S. Patent NO. 7,043,087 ......coiirriririrniiireetce e ieree e ene s eeeesenns 6
1. Identification and Ownership of the >087 Patent ............co.ccoeevvvrveierennenne. 6
2. Non-Technical Description of the Invention Claimed in the *087
PALEDL.c...viiceiirc et 7
3. Foreign Counterparts ...........ccccveevvneniireinreieseeeeerecseesees e et 7
4. LACEISES. .. .cviviitiieeicieretest ettt bt ettt e es et 8
C. U.S. Patent NO. 6,775,417 ..ot eena e e 8
1. Identification and Ownership of the 417 Patent ...........ccovevveeveeeveerennnnn, 8
2. Non-Technical Description of the Invention of the *417 Patent................. 8
3. Foreign COuNterPArtS .......ccovrereecreeee ettt eneneens 10
4. LACEISES. . .e.ereieicirieeenisaseie et s es ettt ses e st e et st eeeeeeeeanensenes 10
D. U.S. Patent No. 6,683,978........c.ccoiiiirieeeicier ettt se e 10
1. Identification and Ownership of the *978 Patent .........ccceeveererererennn, 10
2. Non-Technical Description of the Invention of the 978 Patent............... 11
3. Foreign Counterparts ..........cocevecremnineensnereieressereresssee s . 11
4, LICENSES. cv vttt ettt en ettt et et s et eneeeesenens 12
E. U.S. Patent NO. 6,658,146.......ccovvmriiiereieiieeiecceceeee ettt eae e 12
1. Identification and Ownership of the *146 Patent ..........c.coeeveevvevevenernnn. 12



VL

VIL
VIIL

IX.

2. Non-Technical Description of the Invention of the *146 Patent............... 13
3. Foreign Counterparts ..........ccueveeceierereerecennreeesseseseseseesessssssseeresassens 13
4. LACEIISES ..ttt ettt ettt et ssns s s eten s 14

UNLAWFUL AND UNFAIR ACTS OF RESPONDENTS—PATENT

INFRINGEMENT .....ociiiiiiiiiiiii ittt tseese s st eeessssnesassanessens 14
A. Infringement of the *087 PAent ..........c.cooviiiiiireee e eeeetee oo eesesee v seeneas 14
1. Direct Infringement of the *087 Patent ...........cccovvevvceeevericcneeieeeeeenns 14
2. Contributory Infringement of the *087 Patent ..........c...c.ocoveeevvvevvevernnnns 15
3. Inducement of Infringement of the *087 Patent.............ccocooeverievieeenennn. 15
B. Infringement of the 417 Patent..........ccooveiviciieeuieerer et eeeeseens 17
1. Direct Infringement of the *417 Patent ...........oeevveveriireeieeeeeeeeeeeceesnaone 17
2. Contributory Infringement of the 417 Patent ............ccooecevvvvevirreereennnnnee 17
3. Inducement of Infringement of the 417 PAent vvv..ovveeeeeveeereeereerreeer. 18
C. Infringement Of the *978 Patent...........cocveuieverivierieeieeeeec et eee e 20
1. Direct Infringement of the *978 Patent .............ooovevveeeieiieiienceeeereneann, 20
2. Inducement of Infringement of the *978 Patent............coovvveeoreeerereennn. 20
D. Infringement of the *146 Patent ............c.oouieveieeieeeeeeeeeee e eer s e 21
1. Direct Infringement of the *146 Patent .........c.c.covueeieieoiiceeneeerreeen. 21
2. Inducement of Infringement of the *146 Patent...........cocceeeeveeeeeeeerrennnn. 22
SPECIFIC INSTANCES OF UNFAIR IMPORTATION AND SALE ......c.cccooveieeeenn. 23
HARMONIZED TARIFF SCHEDULE ITEM NUMBERS......c.coooviiiiveeeceeeee e 24
RELATED LITIGATION ..cooiiicinieiieeieiesistetee et eseeesese st sses st eneneeeeneneenn 24
THE DOMESTIC INDUSTRY ettt eeeeeeeere st on et et eenenaseeneas 24
A. S3G’s Investments in the Domestic InduStry.......ccoovverivievecircieirieee e 24
B. S3G’s Practice of the Asserted Patents..........o.oeeveeeeiveciieeeceeeeeeeeeeeesre e enenns 25
C. S3G’s Licensees’ Practice of the Asserted Patents..........ccoo.vovvveveerreevveorrenanns 25

ii



XI.

D. S3G’s Licensing Business

RELIEF REQUESTED................

.....................................................................................

.....................................................................................

iii



Exh.
Exh.
Exh.
Exh.
Exh.
Exh.
Exh.
Exh.
Exh.
Exh.
Exh.
Exh.
Exh.

Exh.

Exh.

Exh.

Exh.

Exh.

Exh.

Exh.
Exh.
Exh.

Exh.

Exh.

O 0 3N W

[ ST S S
N - O

13
14
15
16
17
18(A)

18(B)
18(C)
18(D)

18(E)

18(F)

TABLE OF EXHIBITS

Document

Certified copy of U.S. Patent No. 7,043,087

Certified copy of U.S. Patent No. 6,775,417

Certified copy of U.S. Patent No. 6,683,978

Copy of U.S. Patent No. 6,658,146

Certified copies of recorded assignments for the Asserted Patents
Apple Inc., Form 10-K for the Fiscal Year Ended September 26, 2009
Foreign patents and patent applications related to the Asserted Patents
Infringement claim charts for U.S. Patent No. 7,043,087
Infringement claim charts for U.S. Patent No. 6,775,417
Infringement claim charts for U.S. Patent No. 6,683,978
Infringement claim charts for U.S. Patent No. 6,658,146

Documents detailing purchase of Apple iPhone 3GS product in the
United States, including photographs

Documents detailing purchase of Apple iPad product in the United
States, including photographs

Documents detailing purchase of Apple iPod Touch product in the
United States, including photographs

Documents detailing purchase of Apple MacBook Pro product in the
United States, including photographs

Documents detailing purchase of three Apple iPhone software
applications in the United States, including screenshots

Photographs of S3G’s Chrome 440 GTX and Chrome 430 ULP
Graphics Chips

Apple document entitled, “OpenGL ES Programming Guide for
iPhone OS”

Apple document entitled, “iPad Programming Guide”
Apple document entitled, “GLES2 Sample”

Imagination document entitled, “PowerVR MBX Technology
Overview”

Imagination document entitled, “PowerVR SGX Open ES 2.0
Application Development Recommendation”

Imagination document entitled, “PowerVR 3D Application
Development Recommendation”

v



Exh.

Exh.

Exh.
Exh.
Exh.

Exh.
Exh.
Exh.
Exh.

Exh

18(G)

18(H)
18(I)
18(J)

18(K)
18(L)
18(M)
18(N)
. 18(0)

Exh. 18(P)

Confidential

Exhs.

Exh. 19C
Exh. 20C
Exh. 21C
Exh. 22C
Exh. 23C
Exh. 24C

Exh. 25C

Exh. 26C

Exh. 27C

Exh. 28C
Exh. 29C
Exh. 30C

Document

Fenney, “Texture Compression using Low-Frequency Signal
Modulation”
3D graphics decompression source code, “PVRTDecompress.cpp”

Apple document entitled, “iPhone Development Guide”

Apple webpage containing technical specifications of MacBook
models

Technical specifications of iMac

Technical specifications of Mac Pro

Technical specifications of Mac mini

Apple document entitled, “Image 1/O Programming Guide”
The TIFF standard, revision 6.0

Apple webpage entitled “iPhone OS Overview”

Document

Identification of Licensees ;

S3G Domestic Industry claim chart for U.S, Patent No. 7,043,087
S3G Domestic Industry claim chart for U.S. Patent No. 6,775,417
S3G Domestic Industry claim chart for U.S. Patent No. 6,683,978
S3G Domestic Industry claim chart for U.S. Patent No. 6,658,146

Exemplary S3G licensee Domestic Industry claim chart for U.S. Patent

No. 7,043,087

Exemplary S3G licensee Domestic Industry claim chart for U.S. Patent

No. 6,775,417

Exemplary S3G licensee Domestic Industry claim chart for U.S. Patent

No. 6,683,978

Exemplary S3G licensee Domestic Industry claim chart for U.S. Patent

No. 6,658,146
S3G investments in engineering, research, and development
S3G investments in labor and capital

S3G investments in plant and equipment



Exh. 31C
Exh. 32C
Exh. 32C (A)

Exh. 33C (A)
Exh. 33C (B)
Exh. 33C (C)
Exh. 33C (D)
Exh. 33C (E)
Exh. 33C (F)
Exh. 33C (G)
Exh. 33C (H)
Exh. 33C (I)
Exh. 33C (J)
Exh. 33C (K)
Exh. 33C (L)
Exh. 33C (M)
Exh. 34C

Physical
Exhs.

Physical
Exh. 1

Physical
Exh. 2

Physical
Exh. 3

Physical
Exh. 4

Physical
Exh. 5

S3G investment in licensing
Domestic Industry Investments of licensees

Exemplary S3G licensee’s Form 10-K for the Fiscal Year Ended June
30, 2009

Developer documentation related to compression technology
Developer documentation related to compression technology
Developer documentation related to compression technology
Developer documentation related to compression technology
Developer documentation related to compression technology
Developer documentation related to compression technology
Developer documentation related to compression technology
Developer documentation related to compression technology
Confidential S3 architecture specification

Confidential S3 source code

Confidential S3 source code

Confidential S3 product overview

Confidential S3 source code

Photograph of Confidential Physical Exhibit 7C and screenshot of
exemplary S3G license’s software development kit (“SDK”) and
sample texture file

Apple iPhone (in box with packaging)

Apple iPad (in box with packaging)

Apple iPod Touch (in box with packaging)
Apple MacBook Pro (in box with packaging)

Domestic Industry Exhibit (S3G Chrome)

vi



Physical

Exhs.

Physical Compact disc containing three software applications for the Apple
Exh. 6 iPhone

Confidential

Physical

Exhs.

Physical Compact disc containing exemplary S3G licensee’s Software
Exh. 7C Development Kit and texture file

vil



Appendix
App. A

App.B

App. C

App.D

App. E

App. F

App. G

App. H

Confidential
Appendix

Conf.
App. 1

APPENDICES

Document

Certified copy of the prosecution history of U.S. Patent No. 7,043,087
and three copies thereof

Certified copy of the prosecution history of U.S. Patent No. 6,775,417
and three copies thereof

Certified copy of the prosecution history of U.S. Patent No. 6,683,978
and three copies thereof

Copy of the prosecution history of U.S. Patent No. 6,658,146 and three
copies thereof

Four copies of each technical reference identified in the prosecution
history of U.S. Patent No. 7,043,087

Four copies of each technical reference identified in the prosecution
history of U.S. Patent No. 6,775,417

Four copies of each technical reference identified in the prosecution
history of U.S. Patent No. 6,683,978

Four copies of each technical reference identified in the prosecution
history of U.S. Patent No. 6,658,146

Document

Three copies of each known current license involving the Asserted
Patents

viil



L INTRODUCTION

1. This Complaint is filed by S3 Graphics, Inc. and S3 Graphics Co, Ltd. (collectively,
“S3G”) under Section 337 of the Tariff Act of 1930, as amended, 19 U.S.C. § 1337, based on the
unlawful importation into the United States, the sale for importation, and the sale within the
United States after importation, by proposed Respondent Apple Inc., (“Apple”) of certain
electronic devices with image processing systems, and components thereof, and associated
software that infringe one or more of claims 1, 6, or 7 of United States Patent No. 7,043,087
(“the "087 patent”); one or more of claims 1, 7, 8, 12, 13, 15 or 23 of United States Patent No.
6,775,417 (“the *417 patent™); one or more of claims 11, 14, or 16 of United States Patent No.
6,683,978 (“the 978 patent™); and one or more of claims 2, 4, 8, 13, 16, 18, or 19 of United
States Patent No. 6,658,146 (“the 146 patent™) (collectively, the “Asserted Claims” of the
“Asserted Patents™).

2. Certified copies of the Asserted Patents are attached as Exhibit Nos. 1 through 4?
respectively.I S3 Graphics Co., Ltd., owns all right, title, and interest in each of the Asserted
Patents. S3 Graphics, Inc., a wholly owned subsidiary of S3 Graphics Co. Ltd., holds a
nonexclusive license, with a right to grant sublicenses, to the Asserted Patents. (Confidential
Appendix I). Certified copies of recorded assignments demonstrating the chain of title of the
Asserted Patents are attached as Exhibit No. 5.

3. The proposed respondent is Apple Inc. The Accused Products are certain electronic
devices with image processing systems, components thereof, and associated software including,

but not limited to multimedia devices, smart phones, personal computers, and software for use

' S3G has not yet obtained a certified copy of the 146 patent. Exhibit No. 4, therefore,
is not a certified copy of the *146 patent. S3G will supplement Exhibit No. 4 with a certified
copy of the *146 patent upon receipt.



with such devices (collectively the “Accused Products™). Examples of the Accused Products are
the Apple iPod Touch, iPhone, iPad, Apple computers such as the MacBook used in conjunction
with an Apple software development kit (“SDK”), and other application software. The Accused
Products are imported into the United States and sold after importation into the United States by
Apple.

4. An industry as required by 19 U.S.C. § 1337(a)(2) and (3) exists in the United
States relating to the technology protected by the Asserted lsatents.

5. As set forth more fully in paragraph 119, S3G seeks as relief, a permanent
exclusion order barring from entry into the United States all infringing Apple electronic devices
with image processing systems, components thereof, and associated software sold for
importation into the United States, imported, or sold after importation. S3G also seeks, as relief,
a cease and desist order pirohibiting Apple’s sale for importation into the United States,
importation, sale after importation into the United States, offer for sale, solicitation of sales,
advertising, testing, technical support and other commercial activity related to Apple electronic
devices with image processing systems, components thereof, and/or associated software that
infringe one or more Asserted Claims of the Asserted Patents.

IL COMPLAINANTS

6. S3 Graphics, Inc., is a Delaware corporation with its principal place of business at
1025 Mission Court, Fremont, CA 94539. S3 Graphics Co., Ltd. is a Cayman Islands
corporation with its principal place of business at 2" F1., Zephyr House, Mary St., P.O. Box 709,
Grand Cayman, Grand Cayman Islands, British West Indies. S3 Graphics Co., Ltd. holds all
right, title, and interest in the Asserted Patents. (Exhibit No. 5). S3G provides innovative
graphics visualization technologies and GPU (graphics processing unit) products for mobile

devices, desktop computers, and embedded systems.



7. S3G’s image processing technologies enable coding of image attributes into data
files that can be more efficiently stored and later displayed. Many software developers use S3G
image processing technology to convert very large color image data files, particularly animated
(motion) images, into compressed data files that can be efficiently distributed to and displayed
by end_users of the software. For example, video games typically implement life-like animation
by the rapid display of a sequence of progressively modified still images to achieve the illusion
of movement. Game developers can use S3G’s image processing technology to encode the
image data into compressed formats that are convenient for distribution and can be decoded and
displayed by consumers. S3G’s image processing technology is licensed by some of the largest
computer hardware and software companies in the world.

8. S3G engages in research, development, engineering, and product design activities
at S3 Graphics, Inc.’s principal place of business in Fremont, California including research,
development, and product design for products utilizing S3G image compression technology,
including the S3G Chrome series graphics products.

9. S3G operates a licensing business from S3 Graphics, Inc.’s principal place of
business in Fremont, California that includes formulation of licensing strategies, identification of
products and companies that currently do, or prospectively could, utilize S3G image processing
technology, analyzing those products and companies for potential licensing opportunities,
negotiating licenses under the S3G patent portfolio, and monitoring and enforcing compliance
with those licenses and S3G patent rights.

10. On information and belief, S3G’s licensees conduct in the United States certain
research, development, engineering, manufacturing, and technical support of products with S3G

image processing technology.



III. PROPOSED RESPONDENT

11. On information and belief, respondent Apple Inc. is a corporation organized under
the laws of the State of California with its principal place of business at 1 Infinite Loop,
Cupertino, CA 95014. (Exhibit No. 6).

12. On information and belief, Apple is involved in the design, development,
manufacture, sale for importation, importation, and sale after importation of the Accused
Products. Further, on information and belief, Apple performs several services to support the
importation and sale of Accused Products into and within the United States, including marketing
of the Accused Products, repair of the Accused Products, technical support, and other after-sale
services, such as supporting and configuring the Accused Products, as well as interfacing with
U.S.-based customers and distributors to conform the Accused Products to purchaser requests.

1V.  THE TECHNOLOGY AND PRODUCTS AT ISSUE

13. The technologies at issue relate generally to apparatuses, methods, and data
formats for encoding and decoding, including compressing image data, storing of compressed
image data, and decompressing of such data. The Asserted Patents generally relate to aspects of
an image processing system for encoding and decoding, including compressing image data files
into a more compact form, a format for storing that compressed data, and a system for
decompressing that data for display as an image.

14. The Asserted Patents disclose an image compression technology including an
image decomposer, an encoder for computing image data values and generating codeword
reference values, and a construction module for creating indices that map each image data value
to a set of colors generated from the codewords. The resulting codewords and indices form an

encoded image block.



15. The Asserted Patents also disclose a format for storage of encoding or
compressing image data that includes a portion for storage of multiple codewords from which a
set of colors can be computed and a portion for storage of indices for mapping pixel color to a
computed color.

16. The Asserted Patents also disclose an image data decoding or decompressing
technology that includes a decomposer for p‘rocessing the encoded image data stream into a
header and a plurality of encoded image bocks, a header converter for generating an output
image header, one or more block data decoders for generating from the codewords and indices
pixel image attributes such as color and for mapping those attributes to pixels, and an image
composer that reassembles data blocks for a display device and/or a data file.

17. On information and belief, Apple provides an SDK specifically adapted for use
with Apple computers to compress and decompress image data files using the technology
disclosed and claimed in the Asserted Patents.

18. On information and belief, Apple’s SDK and computers generate encoded image
files in the format disclosed and claimed in the Asserted Patents.

19. On information and belief, Apple sells a variety of imported products, including
the Apple iPod Touch, iPhone, iPad, Apple computers such as the MacBook, certain applications
for those products, and associated software that incorporate the image data compression,
decompression, and/or data format disclosed and claimed in the Asserted Patents.

20. The identification of a specific model, trade name, or type of electronic device
with image processing systems and/or the identification of specific software or components is

not intended to limit the scope of this Investigation. The remedy sought in this Complaint should



extend to all infringing electronic devices with image processing systems, components thereof,
and associated software.

V. THE ASSERTED PATENTS AND NON-TECHNICAL DESCRIPTION OF THE
INVENTIONS

A. Four Patents from a Single Original Application

21. On October 2, 1997, S3 Incorporated (a predecessor company to S3G) filed
United States Patent Application Serial Number. 08/942,860 (“U.S. Pat. App. Ser. No.
08/942,860”). From that éingle original application, through continuation and continuation-in-
part applications, all four of the patents at issue in this investigation were issued.

B. U.S. Patent No. 7,043,087
1. Identification and Ownership of the 087 Patent

22. United States Patent No. 7,043,087, entitled “Image Processing System,” issued
on May 9, 2006, to inventors Zhou Hong, Konstantine I. Jourcha, and Krishna S. Nayak.
(Exhibit No. 1). The *087 patent issued from Application No. 10/893,084, filed on July 16,
2004, that claims priority from the original U.S. Pat. App. Ser. No. 08/942,860. Id.

23. The 087 patent has 1 independent claim and 7 dependent claims. S3G is
asserting claims 1, 6, and 7 of the *087 patent in this Investigation.

24, The Asserted Claims of the 087 patent are valid, enforceable, and currently in
full force and effect until its expiration on October 2, 2017.

25. S3 Graphics Co., Ltd., owns by assignment the entire right, title, and interest in
and to the *087 patent. (Exhibit No. 5).

26. Pursuant to Commission Rule 210.12(c), this Comﬁlaint is accompanied by a

certified copy of the prosecution history of the 087 patent and three copies thereof.



(Appendix A). Further, this Complaint is accompanied by four copies of each technical
reference identified in the prosecution history of the 087 patent (Appendix E).

2. Non-Technical Description of the Invention Claimed in the *087
Patent

27.  The 087 patent discloses aspects of an image processing system for encoding and
decoding image data, including compressing image data files into a more compact form, a format
for storing that compressed data, and a system for decoding and/or decompressing that data for
display as an image and/or for storage. Asserted Claims 1, 6, and 7 of the 087 patent are
directed to aspects of an engine for decoding image data files. A nontechnical description of that
decoding engine is that it includes: (a) a decomposer for converting encoded image data files into
a modified header and at least one encoded or compressed image block, where each image block
is associated with at least one codeword and index values for a plurality of pixels; (b) at least one
block decoder for decoding or decompressing image blocks by generating a set of quantized
image data values and mapping the index value to one of the quantized image data values from
the set of quantized image data values; and (c) at least one decoder configured for decoding or
decompressing each of the image blocks. This nontechnical description does not limit or |
interpret the claims of the 087 patent.

3. Foreign Counterparts

28. The foreign patents and patent applications reported as related to the 087 patent
are identified in Exhibit No. 7. On information and belief, no other foreign applications or

patents corresponding to the *087 patent have been filed, abandoned, or rejected.



4. Licenses

29. As required under Commission Rule 210.12(a)(9)(iii), a list of licensed entities is
attached to this Complaint as Confidential Exhibit No. 19C. On information and belief, there are
no other current licenses involving the *087 patent.

C. U.S. Patent No. 6,775,417
1. Identification and Ownership of the 417 Patent

30. United States Patent No. 6,775,417 (the “’417 patent”), entitled “Fixed-Rate
Block-Based Image Compression with Inferred Pixel Values,” issued on August 10, 2004, to
inventors Zhou Hong, Konstantine I. Iourcha, and Krishna S. Nayak. (Exhibit No. 2). The *417
patent issued from Application No. 10/052,613, filed on January 17, 2002, that claims priority
from the original U.S. Pat. App. Ser. No. 08/942,860. Id.

31. The °417 patent has 8 independent claims and 22 dependent claims. S3G is
asserting claims 1, 7, 8, 12, 13, 15 and 23 of the *417 patent in this Investigation.

32. The Asserted Claims of the 417 patent are valid, enforceable, and currently in
full force and effect until its expiration on March 16, 2018.

33. S3 Graphics Co., Ltd., owns by assignment the entire right, title, and interest in
and to the 417 patent. (Exhibit No.5).

34. Pursuant to Commission Rule 210.12(c), this Complaint is accompanied by a
certified copy of the prosecution history of the *417 patent and three copies thereof.
(Appendix B). Further, this Complaint is accompanied by four copies of each technical
reference identified in the prosecution history of the 417 patent (Appendix F).

2. Non-Technical Description of the Invention of the '417 Patent

35. The *417 patent discloses aspects of an image processing system for encoding and

decoding image data, including compressing image data files into a more compact form, a format



